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ABSTRACT

Hate speech is a major challenge in Indonesia, a diverse country with multiple
languages and a dynamic online landscape. This research explores the phe-
nomenon of hate speech and its detection, particularly in language contexts with
limited resources. We introduce a new abusive words lexicon, created by col-
lecting words from various sources, adapted for Indonesian, Javanese and Sun-
danese. Our study investigates the practical implementation of this lexicon. We
conducted extensive experiments using different datasets and machine learning
models, aiming to improve hate speech detection. The results consistently show
a positive impact of the lexicon, which significantly improves detection, espe-
cially in languages with fewer resources. But this research paves the way for fur-
ther exploration. The lexicon can be expanded, broadening its scope. Addition-
ally, we suggest investigating more sophisticated models, such as transformer-
based models, to more effectively detect hate speech. In a world where hate
speech is a growing problem, our research provides valuable insights and tools
to combat it effectively in Indonesia and other countries.
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1. INTRODUCTION
The rise of microblogging platforms has transformed how people communicate globally, providing a

quick and far-reaching way for individuals to express their thoughts. Unfortunately, this digital landscape has
also become a breeding ground for the rapid spread of harmful and aggressive content. This is made possible
by the easy accessibility of these platforms, user anonymity, and people’s tendency to assert their opinions
vigorously. Hate speech, a subject of academic investigation, includes various forms of communication that
express strong hostility or contempt towards individuals or groups based on characteristics like race, ethnicity,
gender, sexual orientation, religion, or disability [1]. With the growing influence of social computing, online
interactions have gained prominence, especially on social media and chat forums. While the legal definitions
of hate speech may vary from one country to another, they all generally involve any communication that dis-
plays hatred or insults aimed at individuals or groups due to their specific attributes. Recognizing the harmful
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impact of hate speech on online social media, numerous studies have been conducted to understand its nega-
tive effects. Hate speech detection plays a crucial role in this effort, utilizing advanced techniques in natural
language processing and machine learning to automatically spot instances of hate speech. The ultimate goal
is to identify and remove harmful content from online platforms and social media, creating a safer and more
inclusive digital space for all users [2]. The issue of hate speech has become a significant concern in today’s
social media landscape. In some extreme instances, social media platforms can be exploited by hate groups to
disseminate messages of animosity towards specific targets, potentially inciting dangerous criminal activities.
Consequently, there is an urgent need to proactively curb and promptly address the proliferation of hate speech
online, as unchecked, it may culminate in severe real-world crimes. The continually escalating user base on
social media platforms has rendered manual content monitoring an arduous and non-scalable task. Conse-
quently, various research endeavors have embarked on the development of automated hate speech detection
models, employing diverse methodologies, ranging from traditional machine learning techniques [3], [4] to
the utilization of deep learning algorithms [5], [6]. Nonetheless, the automated identification of hate speech
in languages with limited linguistic resources presents a formidable challenge [7]-[9]. A case in point is the
tragic escalation of violence against the Rohingya Muslim minority in Myanmar, which was exacerbated by
the inability to effectively counteract the surge in hate speech on the social media platform Facebook, primarily
due to the intricacies of automatically processing Burmese language texts. A similar challenge is evident in the
case of Indonesian, where the availability of language resources remains severely constrained.

According to data sourced from the Criminal Investigation Agency of the Indonesian National Po-
lice, there were 143 documented cases of cybercrimes involving hate speech in the year 2015, which surged to
199 cases in the subsequent year, 2016. However, it is imperative to acknowledge that these statistics solely
encompass instances of hate speech that were formally reported and classified as criminal offenses. Unques-
tionably, there exists a multitude of unreported cases of hate speech proliferating across various social media
platforms. The challenge of hate speech in Indonesia is deeply rooted in its complex socio-cultural landscape.
Indonesia is not only the world’s most populous muslim-majority nation but also boasts remarkable diversity
in terms of ethnicity, religion, and culture. This diversity, while a source of strength, can also be a breeding
ground for intergroup tensions and hate speech. Various regions and communities in Indonesia have witnessed
historical and socio-political conflicts that have left scars and, at times, perpetuated biases and prejudices. Fur-
thermore, recent reports underscore the remarkable linguistic diversity within Indonesia, with 718 distinct local
languages spoken by various regions and tribes. This rich linguistic tapestry presents a formidable challenge
when processing Indonesian social media data, as interactions frequently involve a blend of local languages and
the national language, Indonesian, both in everyday communication and online discourse [10]. The inherently
informal nature of social media data further compounds the complexity of delineating the boundaries of hate
speech within this context. Hence, the development of a model capable of effectively detecting hate speech
within code-mixed data becomes of paramount importance. Recent studies have highlighted the formidable na-
ture of this task, as identifying offensive language within datasets that incorporate multiple languages presents
a daunting challenge [11], [12]. The use of offensive terms is heavily influenced by individual cultural nuances
and exhibits significant variations from one language to another. Moreover, resource constraints, particularly
concerning minority languages, add an additional layer of complexity to this endeavor [13].

According to statista, the number of Twitter users in Indonesia has soared to nearly 240 million,
securing the country’s fifth-place ranking globally in terms of Twitter users. This significant online presence
highlights the potential for the proliferation of hate speech in the digital sphere. The Indonesian government
has taken steps to regulate hate speech since 2008, as delineated in the Law of Information and Electronic
Transaction (UU ITE). The Kepolisian Republik Indonesia, or the Indonesian Police Department, has further
articulated regulations to combat hate speech, recognizing its capacity to inflict harm not only on individual
victims but also on society as a whole. It is intriguing to note that the majority of hate speech incidents on
Indonesian social media are triggered by political events, particularly during elections.

However, research into the detection of hate speech on Indonesian social media remains relatively
nascent [14], [15], resulting in limited availability of linguistic resources and corpora. Most studies have
concentrated on automating the detection of hate speech expressions from social media data. An early study
by Alfina et al. [16] marked one of the pioneering efforts in hate speech detection within the Indonesian social
media landscape, with a specific focus on the Twitter platform. This work introduced a unique dataset compiled
from Twitter, meticulously annotated with two labels: hate speech and non-hate speech. Another significant
contribution comes from Ibrohim and Budi [17], who developed a more comprehensive hate speech dataset.
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This dataset not only encompasses binary classification (hate speech versus non-hate speech) but also provides
annotations based on multiple categories, including the target of the hate speech, its category, and the degree of
hatefulness. More recent endeavors in hate speech detection in Indonesia have gravitated towards the adoption
of contemporary technologies, such as neural-based and transform-based models [18], [19]. These studies
represent a concerted effort to enhance the precision and effectiveness of hate speech detection in the dynamic
Indonesian social media landscape, aligning with the evolving landscape of online discourse.

In this study, our primary focus is on harnessing external knowledge derived from an abusive word
lexicon to enhance the automated detection of hate speech, particularly within the context of low-resource
Indonesian languages. By capitalizing on our understanding of offensive terminology in the Indonesian lan-
guage, we anticipate a notable enhancement in the performance of hate speech detection algorithms. The afore-
mentioned lexicon will be seamlessly integrated into a dedicated machine learning model designed specifically
for identifying hate speech within low resources language settings. To realize this objective, we will explore
the utility of several traditional machine learning models. In addition to these, we will also evaluate the effec-
tiveness of two recurrent neural network (RNN)-based models: the gated recurrent unit (GRU) and the long
short-term memory (LSTM). Our experimental investigation will encompass the utilization of four of the most
widely recognized hate speech datasets in Bahasa Indonesia. This comprehensive approach aims to furnish a
comprehensive understanding of the performance and adaptability of our proposed models in the real-world
context of hate speech detection within Indonesian language resources. Specifically, we address the following
research questions.

RQ1: What is an effective methodology for constructing an abusive word lexicon in Indonesian? To
tackle this question, we propose the creation of a novel abusive lexicon through a comprehensive approach
that involves sourcing words from various references, including translation, followed by a meticulous manual
verification process.

RQ2: How can we effectively integrate external knowledge from a lexicon into machine learning
models for the purpose of hate speech detection in Indonesian? Our investigation centers on assessing the
influence of an abusive word lexicon on knowledge transfer within the context of low-resource Indonesian
languages. We accomplish this by incorporating lexicon-derived information as a feature within the feature
matrix representation.

Based on these research questions, we proposes two pivotal contribution in this work which can be
summarized as following: i). We present novel abusive word lexicons in three distinct languages, namely In-
donesian, Javanese, and Sundanese. These lexicons are meticulously constructed based on available resources,
supplemented by human manual verification. ii). We advocate for the integration of additional features from the
abusive word lexicon into several machine learning models for enhanced hate speech detection. Our proposed
approach is evaluated using various benchmark datasets.

This article comprises various sections, commencing with an introduction section 1. Followed by a
review of relevant prior research section 2. Section 3 describes the adopted method in this study, which divided
into two subsections. The approach for constructing the lexicon is outlined in subsection 3.1. The experimental
procedures will be presented in subsection 3.2. The analysis and discussion of the Results will be presented in
the section 4. Finally, section 5 will provide a summary of the paper.

2. RELATED WORKS
Numerous research effort have delved to deal with hate speech in Bahasa Indonesia. Predominantly,

the available datasets for identifying hate speech in Indonesia are obtained from social media platforms like
Twitter [16], [17], Facebook [20], and Instagram [21], with Twitter emerging as the prevailing data source.
This prevalence could be attributed to the relative ease of sample acquisition through Twitter’s accessible pub-
lic API and the platform’s comparatively lenient data-sharing policies. Several models has been applied to
address the challenge of detecting hate speech in the Indonesian setting. Nevertheless, many studies have
leaned towards conventional models [16], [17], including logistic regression, support vector machines (SVM),
naive bayes (NB), and random forest (RF), to address this task. These models have been trained using several
feature representations, encompassing term frequency-inverse document frequency (TF-IDF), bag of words,
and word vectors derived from pre-existing language representations. While these traditional models have
shown utility, recent strides in deep learning have catapulted them to the forefront, with current deep learning
architectures consistently yielding more competitive results than their counterparts [22]. Notably, there has

Indonesian J Elec Eng & Comp Sci, Vol. 33, No. 1, January 2024: 450–462



Indonesian J Elec Eng & Comp Sci ISSN: 2502-4752 ❒ 453

been a surge of interest in employing transformer-based models to autonomously identify hate speech within
Indonesian datasets, reflecting a shift towards harnessing advanced neural network architectures for this purpose
[5], [19], [23], [24].

Utilizing lexicons as supplementary resources is not a novel concept in the realm of hate speech de-
tection. The underlying idea is that lexicons can provide valuable information to machine learning models,
augmenting their ability to classify data as hate speech or not, particularly in scenarios involving languages
with limited resources. Chiril et al. [25] introduced an approach that incorporates various affective lexi-
cons, including SenticNet [26], EmoSenticNet [27], and HurtLex [28], as emotional features to enhance hate
speech detection across multiple datasets. This work posits that the emotional state of the author or speaker
holds significance in disambiguating the context of a given utterance. The study demonstrated that the inclu-
sion of emotional features indeed improved the model’s performance in detecting hate speech. Furthermore,
Pamungkas and Patti [29] proposed the utilization of the multilingual hate lexicon, HurtLex, to address domain-
shift and language-shift challenges within the context of abusive language detection across various domains
and languages. This research revealed that the additional features derived from HurtLex served as a bridging
mechanism for transferring knowledge in cross-domain and cross-lingual hate speech detection tasks. Lastly,
Koufakou et al. [30] presented a study that integrated state-of-the-art BERT models with supplementary knowl-
edge sourced from HurtLex. The outcomes of this investigation demonstrated the efficacy of HurtLex features
in enhancing model performance. Collectively, these studies underscore the potency of leveraging lexicons as
complementary resources to bolster hate speech detection capabilities, showcasing the potential for improve-
ment in various aspects of the task.

3. METHOD
To fulfill the aims of this study, we put forward a series of methodological processes as depicted in

Figure 1. This research can be compartmentalized into two fundamental components. The initial phase centers
on the development of a novel lexicon of offensive language, which draws upon existing linguistic resources.
Subsequently, in the second phase, we leverage this newly constructed lexicon to augment the feature set used
for enhancing the automated identification of hate speech across a range of benchmark datasets. The following
sections provide a comprehensive exploration of these two pivotal phases.

Figure 1. Research methodology

3.1. Development of abusive words lexicon
Abusive word lexicons are invaluable resources, consisting of collections of words and phrases em-

ployed to spot offensive, abusive, or potentially hateful content. These lexicons play a pivotal role in the realm
of hate speech detection and related research, serving as reference guides to identify and filter out objection-
able materials. One prominent example is hatebase an extensive compilation of offensive words in various
languages, complete with contextual categorizations. Another noteworthy contribution comes from [31], who
introduced a lexicon encompassing a roster of abusive terms. Empirical evidence substantiates the beneficial
impact of this lexicon in effectively identifying abusive language across diverse domains. In addition to the
previously mentioned lexicons, there exists HurtLex [28], a multilingual hate lexicon painstakingly translated
from Italian into 53 different languages. HurtLex has showcased its effectiveness in bolstering hate speech de-
tection, particularly within languages possessing limited linguistic resources [5], [29]. These lexicons stand as
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essential tools in the pursuit of enhancing the accuracy and efficacy of hate speech detection methods across
varying linguistic landscapes. To the best of my knowledge, there is limited existing research concerning
the creation of lexicons specifically tailored for abusive language in the Indonesian context. Nevertheless,
there is an iteration of HurtLex that has been semi-automatically translated into several languages, including
Indonesian, using the BabelNet resource [32]. The efficacy of this Indonesian version of HurtLex has been
demonstrated in mitigating the language shift challenge inherent in hate speech detection, particularly in the
context of zero-shot learning [5]. Additionally, we have encountered a study that centers on the development of
an abusive language lexicon encompassing the four most widely spoken local languages in Indonesia: Betawi,
Madurese, Sundanese, and Javanese [33]. Upon examination, it becomes apparent that the lexicon gener-
ated in this study predominantly consists of explicit expressions of anger. In contrast, HurtLex encompasses
a more extensive spectrum of implicit abusive terms. These two lexicons will serve as the foundational re-
sources underpinning the current research. To answer our first research question, we propose to build a novel
abusive words lexicon in which cover three different most used languages in Indonesian including Indonesian,
Javanese, and Sundanese. In Figure 2, we present an overview of the planned lexicon development process
for our experiment. As previously mentioned, the construction of this lexicon will draw upon three primary
sources: HurtLex [28], the abusive word lexicon derived from the research conducted by [33], and the lexicon
from [17]. To commence this procedure, we will translate HurtLex from Indonesian to Javanese and Sundanese
languages using the Google Translate tool. This translation step will result in two distinct versions of HurtLex
in both Javanese and Sundanese languages. Subsequently, these translated lexicons will be integrated with the
lexicon instances obtained from [33] for each respective language. Simultaneously, the original Indonesian
collection will be directly merged with the lexicon from [17]). Following the merging phase, we will execute
a deduplication process to eliminate any redundant words. The resulting expanded lexicons will comprise 575
words for the Javanese language, 526 words for the Sundanese language, and 577 words for the Indonesian
language. A comprehensive breakdown of the instance count at each stage of the lexicon development process,
from its inception to the final compilation, is provided in Figure 2. Upon our initial examination, we noted
that the lexicons from [33], [17] predominantly feature explicit expletive words, indicating a high degree of
abusiveness. In contrast, the original HurtLex lexicon consists of implicit abusive terms. Consequently, the
resulting lexicon from this study will encompass both implicit and explicit forms of hate speech, thereby en-
hancing its effectiveness for detecting hate speech within a broader contextual scope. Figure 3 depicts example
of abusive words in Indonesian which also content of the lexicon.

Figure 2. Lexicon building process
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Figure 3. Indonesian abusive words

3.2. Hate speech detection experiment
Our research endeavors will center around the task of hate speech detection in the Indonesian lan-

guage. We will leverage several hate speech datasets that have been previously introduced by prior studies.
Additionally, we will implement various machine learning models, subjecting them to rigorous testing using
these datasets. Addressing the second research question, we will conduct experiments aimed at incorporat-
ing supplementary knowledge derived from lexicons. These experiments will serve to assess the influence of
lexicon-based information on hate speech detection, particularly within the context of low-resource Indonesian
languages. To facilitate a comprehensive understanding of our methodology, we will provide detailed explana-
tions of the datasets and machine learning models employed in this research within the subsequent subsection.

3.2.1. Data
In this research, we will utilize five distinct datasets, all of which have been gathered from Indonesian

social media platforms. The selection of these datasets is guided by several criteria. Firstly, we prioritize
datasets that have been extensively utilized in previous research. Secondly, we aim to encompass datasets
originating from various social media platforms, including Twitter, News Comments, and Instagram. Thirdly,
we endeavor to encompass diverse linguistic variations, including several Indonesian regional languages such
as Javanese and Sundanese. As a result, we anticipate that these five datasets will comprehensively cover a
wide spectrum of hate speech variants. Detailed descriptions of each dataset are provided here.

Within this dataset Ibrohim and Budi [17], we have amassed 13,169 tweets composed in the Indone-
sian language. These tweets were systematically retrieved from Twitter utilizing the Search API, employing a
set of specific keywords associated with hate speech targeting various categories such as religion, race, physical
disability, and gender. This data collection endeavor spanned a period of seven months, encompassing the time
frame from March to September 2018. Annotating this dataset involved the incorporation of multiple layers,
with a primary focus on identifying instances of hate speech and abusive language. The final annotation of the
dataset comprises of 7,608 tweets labeled as not hate speech and 5,561 tweets labeled as hate speech. For the
scope of our research, we exclusively utilize the hate speech layer annotations, which categorize each tweet
as either constituting hate speech or not. This corpus Asti et al. [34] encompasses tweets composed in five
distinct regional languages, notably Madurese, Minangkabau, and Musi. However, for the specific scope of our
study, we will exclusively focus on utilizing the Javanese collection consisting of 9,452 tweets (2,435 labeled
as hate speech and 7,017 labeled as not hate speech) and the Sundanese collection comprising 8,180 tweets
(3,158 labeled as hate speech and 4,960 labeled as not hate speech). The authors of this corpus have introduced
an intricate annotation framework, executed in two distinct phases. As a result, we will solely incorporate the
Javanese and Sundanese collections from this resource into our research.

This dataset, as outlined in Pratiwi et al. [35], comprises data extracted from Instagram through
the use of Instagram Scrapper Tools. Initially, a pool of 1,200 Instagram posts underwent manual labeling,
with the task distributed among three distinct annotators. Following the annotation phase, only 835 posts
achieved unanimous agreement across all annotators. Due to the presence of imbalanced instances, the final
collection dataset consisted of 572 data points, with 286 labeled as hate speech and the remaining 286 labeled as
non-hate speech. This dataset Desrul and Romadhony [36] was constructed through the systematic collection
and extraction of comments from various Indonesian online news websites frequented by Indonesian users.
The selection of news articles was guided by their popularity and the volume of comments they received
on these online platforms, covering the period from March 2019 to September 2019. Notable online news
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sites included detik, kaskus, and kompas. The annotation process engaged ten distinct annotators, with each
annotator assigning one of three labels to each comment: “not abusive” (1), “abusive but not offensive” (2), and
“abusive and offensive” (3). For the purpose of our research, we will consolidate the first and second classes
into the category of “not hate speech,” while the third class will be categorized as “hate speech.”

3.2.2. Experimental settings
In preparation for our experimentation, we commence by partitioning the dataset into two segments:

the training set and the test set. For all dataset collections, we allocate 70% of the data for training and reserve
30% for testing purposes. As part of our preliminary data processing procedures, we normalize the text by
converting it to lowercase, and we standardize mentions (@) by replacing them with the term “USER”. Given
the central focus of our research, which revolves around leveraging the lexicon to facilitate knowledge transfer
and overcome the low resource language data, our methodology involves the integration of the lexicon as
a feature within our machine learning model. This approach encompasses the utilization of a combination
of traditional machine learning classifiers alongside deep learning models, specifically the LSTM and GRU.
Subsequent sections of this work will provide an in-depth elucidation of the implemented models, as well as a
detailed discussion of how we intend to incorporate the information derived from the lexicon.

Deep learning models: In the realm of deep learning methodologies, we incorporate two variations of
RNN, specifically, the LSTM model [37] and the GRU model [38]. The application of this model in Bahasa
Indonesea has been recognized beneficial [39], [40]. The architectural blueprint consists of multiple tiers,
initiating with a 300-dimensional embedding layer. The embedding layer serves as the input for the ensuing
LSTM or GRU network, which is composed of 64 units. This is succeeded by a dense layer featuring 16 units,
employing the rectified linear unit (ReLU) activation function. The final prediction layer incorporates a dense
layer with a sigmoid activation function. To optimize performance, we adapt the architecture to accommodate
varying batch sizes (16, 32, 64) and a range of epoch values (1-5). Furthermore, to explore the implications of
incorporating the lexicon, we integrate the same features employed in the conventional model approach. These
supplementary features are concatenated within a dense layer after the LSTM or GRU network, allowing the
model to harness the combined information derived from both the language-specific data and the lexicon-based
features. The illustration of the proposed deep learning architecture can be seen in Figure 4.

Figure 4. Deep learning architecture for lexicon feature injection
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Traditional models: In this research endeavor, we will employ four distinctive classical machine learn-
ing classifier models: the linear support vector classifier (LSVC), decision tree (DT), logistic regression (LR),
and RF classifier. To implement these models, we will harness the Scikit-learn library, utilizing the default
parameter configurations provided by Scikit-learn, without engaging in hyperparameter optimization. As a fun-
damental benchmark system, our feature representation will be exclusively composed of bag-of-words. This
representation will encompass unigram, bigram, and trigram representations to train our models. To assess the
influence of lexicon integration, we will introduce it as an additional feature. This lexicon-derived feature will
quantitatively reflect the extent of word matches between the tweet text and the lexicon entries.

4. RESULTS AND ANALYSIS
The outcomes of our experiments are presented in Tables 1-5, delineating a comprehensive compari-

son among various experimental scenarios. In the initial scenario (basic models), we implement a fundamental
machine learning model devoid of supplementary features from the lexicon. In the subsequent scenario, we
augment the basic model with supplementary features sourced from the lexicon, encompassing Indonesian, Ja-
vanese, or Sundanese lexicons (please refer to the lexicon development in section 3.1.). The primary objective
underlying these two scenarios is to address our research inquiry regarding whether the added features from
the abusive word lexicon can enhance the performance of machine learning models in hate speech detection
within the Indonesian context. Through a meticulous analysis of these facets, we aim to acquire a profound
comprehension of the efficacy of lexicon-based features and the distinctive characteristics of hate speech preva-
lent in the Indonesian social media landscape. We evaluate the performance of the machine learning models
based on three different evaluation metrics including macro-F score (macro-F ), accuracy (Acc), and area under
the curve (AUC) score.

Our study uncovers a pivotal finding that highlights the consistent enhancement of machine learning
model performance across diverse datasets. The incorporation of additional features from the proposed abusive
word lexicon demonstrates remarkable improvements, particularly noteworthy in languages marked by limited
linguistic resources. The Asti et al. [34] dataset exemplifies this scenario, especially in the case of Javanese and
Sundanese languages (see Table 3 and Table 4). Across various machine learning models, including both tradi-
tional and deep learning architectures, the observed improvements are consistent. This underscores the crucial
role played by external knowledge provided by the lexicon in effectively mitigating challenges associated with
low-resource languages. The robust performance improvement in these low-resource languages suggests that
the lexicon contributes valuable insights into the nuanced nature of hate speech within such linguistic contexts.
The lexicon’s ability to capture and represent abusive language specific to Indonesian, Javanese, and Sundanese
contributes significantly to the models’ heightened discriminatory power. The lexicon serves as a bridge, offer-
ing contextual understanding and aiding the models in effectively discerning hate speech instances in scenarios
where linguistic resources are scarce.

One noteworthy observation is that traditional models outperformed their deep learning counterparts
in datasets with a restricted number of instances. This outcome highlights the advantage of traditional machine
learning approaches when data scarcity prevails. In such cases, deep learning models may struggle to generalize
effectively due to limited data for parameter estimation. In contrast, traditional models can provide robust re-
sults with smaller datasets. However, the deep learning models displayed their strengths when confronted with
more substantial datasets, as demonstrated by the datasets provided by Ibrohim and Budi [17] and Asti et al.
[34]. In these scenarios, deep learning’s capacity to learn intricate patterns from extensive data sources became
evident, resulting in highly competitive results. This reinforces the idea that the choice between traditional
and deep learning models should be influenced by the dataset’s size and complexity. One intriguing aspect of
our study is the underperformance of our implemented models in the Desrul and Romadhony [36] dataset. We
attribute this outcome to the dataset’s distinct annotation scheme and the associated challenges it introduces.
The unique nature of the Desrul and Romadhony [36] dataset presents a compelling avenue for future research,
highlighting the need for models that can adapt to diverse annotation styles and labeling intricacies.

For further justification and in-depth analysis, we have incorporated the best-performing models
from each corresponding dataset’s original studies. However, we did not include a comparison with the
Desrul and Romadhony [36] dataset due to its distinct annotation scheme, rendering a meaningful compar-
ison unfeasible. Our comparative analysis indicates that all of our models, including the baseline models,
consistently outperform the models proposed in the original work of each respective dataset. Notably, in the
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Ibrohim and Budi [17] dataset, our best-performing model achieved an accuracy of 0.849, while the original
work achieved an accuracy of 0.735. In the case of the Pratiwi et al. [35] dataset, our top model achieved an
F -score of 0.750, in contrast to the original models which scored 0.657. In both the Asti et al. [34] Javanese
and Sundanese datasets, our models significantly outperformed the original work. These results underscore
the competitiveness of our models, especially when enriched with the additional features from the proposed
abusive words lexicon.

Table 1. Results of hate speech detection experiment in several Indonesian hate speech data with and without
lexicon on Ibrohim and Budi [17] dataset

Basic models Basic models + Indonesian lexicon
Model macro-F Acc AUC macro-F Acc AUC
Original work [17] - 0.735 - - 0.735 -
Linear SVM 0.825 0.829 0.824 0.823 0.829 0.822
DT 0.783 0.790 0.782 0.789 0.795 0.788
LR 0.842 0.848 0.839 0.839 0.845 0.836
RF 0.833 0.842 0.828 0.842 0.849 0.837
LSTM 0.834 0.843 0.828 0.837 0.844 0.831
GRU 0.837 0.845 0.831 0.840 0.847 0.835

Table 2. Results of hate speech detection experiment in several Indonesian hate speech data with and without
lexicon on Pratiwi et al. [35] dataset

Basic model Basic models + Indonesian lexicon
Model macro-F Acc AUC macro-F Acc AUC
Original work [35] 0.657 - - 0.657 - -
Linear SVM 0.732 0.733 0.736 0.731 0.733 0.732
DT 0.633 0.634 0.637 0.663 0.663 0.671
LR 0.750 0.750 0.753 0.737 0.738 0.739
RF 0.698 0.698 0.704 0.732 0.733 0.735
LSTM 0.458 0.506 0.538 0.642 0.651 0.672
GRU 0.462 0.523 0.559 0.672 0.674 0.673

Table 3. Results of hate speech detection experiment in several Indonesian hate speech data with and without
lexicon on Asti et al. [34] Javanese dataset

Basic model Basic models + Javanese lexicon
Model macro-F Acc AUC macro-F Acc AUC
Original work [34] 0.663 - - 0.663 - -
Linear SVM 0.756 0.824 0.748 0.757 0.824 0.748
DT 0.701 0.778 0.700 0.711 0.784 0.711
LR 0.765 0.841 0.743 0.766 0.841 0.744
RF 0.711 0.813 0.688 0.726 0.822 0.701
LSTM 0.751 0.819 0.744 0.760 0.82 0.761
GRU 0.678 0.711 0.737 0.734 0.788 0.753

Table 4. Results of hate speech detection experiment in several Indonesian hate speech data with and without
lexicon on Asti et al. [34] Sundanese dataset

Basic model Basic models + Sundanese lexicon
Model macro-F Acc AUC macro-F Acc AUC
Original work [34] 0.657 - - 0.657 - -
Linear SVM 0.723 0.739 0.720 0.723 0.739 0.720
DT 0.685 0.699 0.685 0.690 0.706 0.688
LR 0.732 0.748 0.728 0.733 0.749 0.729
RF 0.721 0.743 0.716 0.725 0.745 0.719
LSTM 0.729 0.741 0.729 0.737 0.749 0.735
GRU 0.726 0.748 0.720 0.734 0.747 0.732
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Table 5. Results of hate speech detection experiment in several Indonesian hate speech data with and without
lexicon on Desrul and Romadhony [36] dataset

Basic model Basic models + Indonesian Lexicon
Model macro-F Acc AUC macro-F Acc AUC
Linear SVM 0.674 0.916 0.642 0.675 0.914 0.646
DT 0.666 0.911 0.639 0.679 0.911 0.655
LR 0.593 0.922 0.564 0.636 0.926 0.594
RF 0.649 0.926 0.604 0.640 0.925 0.598
LSTM 0.465 0.869 0.500 0.465 0.869 0.500
GRU 0.538 0.875 0.537 0.539 0.877 0.538

Our research provides a robust analysis of the pivotal role that external knowledge from an abusive
word lexicon plays in enhancing hate speech detection within low-resource Indonesian languages. The ob-
served improvements in model performance emphasize the need for a thoughtful choice of machine learning
models, taking into account the unique attributes and size of the dataset. Whether opting for traditional or deep
learning models, our findings suggest that the impact of lexicon-derived features can be significant, influencing
the overall effectiveness of the detection system.

Furthermore, our study underscores the necessity of addressing dataset-specific challenges, notably
annotation schemes, during the development of hate speech detection models. This nuanced understanding of
dataset intricacies is crucial for devising more precise, adaptable, and culturally sensitive hate speech detection
systems. By acknowledging and navigating these challenges, our research not only advances the understanding
of hate speech detection in low-resource languages but also lays the groundwork for future endeavors aimed at
developing more context-aware and efficient solutions for diverse linguistic and cultural contexts.

5. CONCLUSION AND FUTURE WORK
In conclusion, this research introduces novel lexicons of abusive words meticulously curated to en-

compass Indonesian, Javanese, and Sundanese languages. The primary objective was to gauge the efficacy of
this lexicon by integrating its supplementary knowledge into machine learning models for hate speech detection
in Indonesian text. Through rigorous evaluations across diverse datasets, our experiments consistently demon-
strated a substantial enhancement in hate speech detection performance. The integration of lexicon-derived
features significantly improved the contextual understanding of hate speech, showcasing its positive impact
within the low-resource Indonesian language landscape. These compelling findings underscore the potential
of external knowledge, embodied in the lexicon, to fortify machine learning models. Our study contributes
not only by showcasing the effectiveness of this approach but also by unveiling novel insights into mitigating
challenges within low-resource linguistic contexts. As we look forward, this research sets the stage for future
endeavors to refine and expand lexicon-based approaches.

Nonetheless, while our study has demonstrated the notable efficacy of the proposed abusive word
lexicon, it also unveils several compelling avenues for future research and development in this dynamic domain.
One promising direction involves the continual expansion of the lexicon’s vocabulary. By regularly updating
and augmenting the lexicon with new words and phrases relevant to evolving online discourse, researchers can
ensure its sustained relevance and applicability. This proactive approach will not only keep pace with emerging
forms of abusive language but also contribute to a more comprehensive and adaptable tool for hate speech
detection. Furthermore, an exciting prospect for advancing the field lies in the exploration of integrating lexicon
information into more intricate models, particularly those based on transformer architectures. Transformers
have demonstrated unparalleled capabilities in capturing complex linguistic patterns and contextual nuances.
Integrating the lexicon into such advanced models holds the potential to unlock a deeper understanding of hate
speech dynamics, especially in the context of low-resource languages. These proposed directions not only align
with the evolving landscape of online communication but also address the nuanced challenges inherent in hate
speech detection. These endeavors promise to contribute not only to the scientific understanding of hate speech
but also to the practical development of robust solutions that align with the ever-changing nature of online
discourse.
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