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 Media streaming is an essential approach for delivering multimedia 

information from the source distributor to the end-user through the Internet. 

Along with the development of more number of users and the spread of 

mobile devices, the availability and diversity of multimedia applications has 

also increased. Multimedia users primarily prioritize quality of experience 

(QoE), as they seek to access multimedia content with high availability and 

enjoy smooth video streaming in the shortest possible time. The impact of 

video delivery plays a significant role in QoE, which is efficiently made by 

delivering the content through a specialized content delivery network 

architecture. In this research, a Bayesian K-means clustering algorithm is 

proposed for the identification of QoE in multimedia video streaming. In this 

multimedia video streaming, the Amazon Prime video dataset is utilized for 

determining the performance of the proposed model. The proposed method 

is developed from the ‘Patching Up’ the video quality problem (PatchVQ) 

model, the from patches to pictures (PaQ-2-PiQ) model is utilized for the 

spatial feature extraction, and 3D ResNet-18 is utilized for temporal feature 

extraction. The proposed Bayesian K-means achieved a QoE reward 

function of 5,237.42 and 5841.36 as well as a fairness reward function of 

5,841.36 and 8,732.08 at the speed of 1,500 kB/s and 2,000 kB/s 

respectively. 
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1. INTRODUCTION 

The With the massive development of the internet, multimedia services are becoming increasingly 

popular among the internet users worldwide [1]. Media streaming is a significant approach for transmitting 

multimedia data from the source provider to an end-user through the internet [2]. Due to media streaming, the 

utilization of smartphones and other such portable devices are increasing day by day [3]. Multimedia 

applications are commonly used in scenarios wherein multiple vehicles need to access similar type of data, 

by switching from one base station to another. The short transmission of infrastructure components like road 

side units (RSU) and base station (BS) provides inefficient solutions for vehicle-to-infrastrucure (V2I) 

communication [4]. Now, video streaming is identified to be a significant internet traffic source, and its 

pursual is developing at a faster rate. Video sharing and calling is the activity of most occurrence in this 

epoch that enables communication among users in various regions across the globe which is effectively run 

by hypertext transfer protocol (HTTP) [5]. This protocol gives a tool for adaptive streaming called hypertext 

transfer protocol adaptive streaming (HAS). This tool has become popular for utilizing HTTP as its major 

approach for transportation via the internet medium [6]. The quality of experience (QoE) is the service 

https://creativecommons.org/licenses/by-sa/4.0/
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distributors’ major objective in the present-day network, due to its closest accessibility to consumer choices [7]. 

These choices create a customer bond between them and the service, thus facilitating greater quality of 

service, in the minimum duration [8]. A multiview video system contains multiple viewpoints which shows 

the scenes from various viewing directions, collected by a group of videos cameras. The users select their 

viewing preference by navigating through the available viewpoints [9]. Hence, QoE has been embraced by 

the scientific community as a significant approach to estimating video streaming services’ performance [10]. 

A better QoE for an end user is potentially possible by utilizing multiple constituents like initial delay, 

quality switch and stall frame [11], [12]. Real-time multimedia streams critically need to be efficient for an 

end user’s quality of view. The video coding tool is based on majorly identifying a parameter of optimal 

coding. QoE determines user satisfaction and is quantified as a number in the interval, which is based on the 

application and its evolving state [13]–[15]. A number of researches, regard security as the main goal rather 

than it being just a precondition to optimizing performance of the network. However, this often depends on 

the screening of a large number of historical data, and the improvement of performance depends too much on 

the accuracy of cache. In machine learning (ML)-based multimedia video streaming, the prediction accuracy 

is majorly dependent on the parameter setting as well as false results that are produced. 

Naresh et al. [16] implemented an asynchronous actor-critic (A3C) with actor-learner architecture 

for the development of adaptive bit rates for video streaming in the environment of internet of things (IoT). 

This method combined the follow then forage exploration (FFE) and average A3C algorithms to solve the 

high variance in value estimates. This method determined the video streaming benefits over various network 

constraints and also in terms of various alternatives to QoE metrics. This method enhanced the QoE by 

utilizing the A3C algorithm rather than the adaptive bit rate (ABR) algorithm as well as reduced the 

computation time while training. However this approach did not control the long-term bandwidth fluctuation 

problems. Wu et al. [17] developed a plan for QoE-aware video delivery in multimedia IoT networks by 

potential eavesdroppers. In this method, the selection of joint video quality as well as multicast group 

beamforming plan was developed to enhance a QoE network at the time of removing the eavesdropping as 

much as possible. Successive convex approximation (SCA) method was utilized to optimize multicast group 

beamforming and minimize multicast video eavesdropping. This method effectively enhanced the QoE by 

reducing the delay time in the wireless transmission process. But this method still had some fluctuations and 

also required more space to store the infrequent content. Martinez-Caro and Cano [18] implemented 

prediction, detection, classification, and measurement of stalling events’ duration utilizing the data from 

network and transport layers. This method utilized the two approaches to solve the problems in video 

streaming with the framework of dynamic adaptive streaming over HTTP (DASH). The first was intended to 

detect the stalling events. For simplicity, it was based on the behavior of the transport layer and also capable 

of classifying an internet protocol (IP) packet as belonging or not belonging to the stalling events. The second 

approach was able to predict when an IP packet in the multimedia stream belonged to the event with long 

short-term memory. This improved the accuracy and performance of the presented model by utilizing the 

QoE parameter. However, this model provided better accuracy only for the balanced datasets. 

Mane and Khot [19] introduced an enhanced cross-layer method to increase the transmitted video’s 

end-to-end delay and peak signal to noise ratio in the long-term evolution (LTE) mobile network. The 

suggested method’s solution involved performing two modifications over tradtional QoE, namely, resource 

allocation and adaptive modulation, for an improvised and efficient QoE. Then the method individually 

determined the transmission of up and down links and for determination, a number of nodes were attached to 

the system which had video and non-video traffic. This method enhanced the quality of the video playback 

even for random channel fluctuations and also provided effortless playback experience to the user. The LTE 

network still had problems with certain security issues and it consumed a high computation cost.  

Tanjung et al. [20] developed a multiview video priority (MVP) with the quality-based (ABR) for the 

Multiview video by identifying the viewpoint lead as well as targeting the viewpoint quality of QoE. This 

viewpoint majorly chose the level of lower bit rate than rate-based ABR and it worked efficiently in the 

cognitive quality of video, particularly when the viewpoint switched repeatedly. This method also recognized 

the different delay viewpoint types that were, transition and quality delay. This method efficiently removed 

the transition delay as well as minimized the delay in the quality of viewpoint by the utilization of MVP 

algorithm. However, this method does not provide a high-quality video when watching the significant 

viewpoint. Rahman and Huh [21] implemented a context-aware hybrid multi-access edge computing (MEC)-

aided quality-adaptation approach for achieving multiple objectives in mobile streaming. This method 

utilized the characteristics of video content, application-layer data, and HAS client settings to jointly adapt to 

multiple clients’ bit rates. For long and short-duration videos, this method created two different strategies to 

optimize the performance. It enhanced the bandwidth frequency efficiency, fairness, and quality of the video. 

However, it consumed greater processing power and also required more memory to execute the model.  

Taha et al. [22] presented a model for QoE evaluation in adaptive video streaming through wireless 

networks. This method was based on various frameworks related to video characteristics, switch strategy, 
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segment length, video stalls, initial delay, and quality of service (QoS), for the creation of an optimized 

evaluation. This presented model delivered a positive pearson correlation value and this result provided a 

better performance than mean opinion score (MOS) and structural similarity (SSIM), for all video samples. 

This model did not utilize deep reinforcement learning by double Q-values against end users.  

Waheed et al. [23] implemented an efficient architecture for an adaptive bitrate video, that authorized 

efficient and effective streaming, caching, and distribution of the multimedia content. The experiments were 

carried out for factors impacting QoE and the outcomes were further evaluated and analyzed. This method 

was then evaluated based on throughput and response time attained from different segment sizes in adaptive 

bitrate video streaming. It achieved a minimum response time as well as maximum performance by utilizing 

by a content delivery network. However, it consumed high energy and was computationally complex in terms 

of its hardware. Wang et al. [24] implemented a multi-agent policy gradient for finite time horizon (MAPG-

finite) for a nonlinear optimization achievement approach of the multiple agents rewards through the finite 

time boundary. This model comprised a bandwidth task for optimizing QoE as well as fairness achievements 

in multi-user, through online video streaming. It achieved a better result on QoE and fairness reward function 

but had a high computational complexity. 

From the overall analysis, the existing methods contain some limitations such as, the inability to 

control the long-term bandwidth fluctuation problems, requirement of more space to store the infrequent 

content, provided better accuracy results only for the balanced datasets, consumed more processing power 

and also required larger memory to execute the model, high energy consumption and computational 

complexity in hardware. To address these complications, this research proposed a Bayesian K-means 

clustering algorithm for the identification of QoE in multimedia video streaming. The proposed method is 

developed by the ‘Patching Up’ the video quality problem (PatchVQ) model, the from patches to pictures 

(PaQ-2-PiQ) model is utilized for the spatial feature extraction, and 3D ResNet-18 is utilized for temporal 

feature extraction. The main contributions of this research are as follows: 

− This research mainly focuses on introducing a new method for the identification of QoE in multimedia 

video streaming using the Bayesian K-means clustering algorithm. 

− The deep neural network (DNN) is utilized for training and specifying the suggested model on the 

evaluation of QoE. 

− The PaQ-2-PiQ is utilized for spatial feature extraction and the 3D ResNet-18 model is utilized for 

temporal features extraction.  

The remaining sections are arranged as follows: section 2 describes the proposed methodology. 

Section 3 explains the Bayesian K-means clustering. Section 4 demonstrates the results and discussion and 

finally, section 5 provides the conclusion. 

 

 

2. PROPOSED METHOD 

This research proposes a QoE estimation framework that is carried out on a content distribution 

server (CDS). The objective of this framework is to provide real-time tracking of achieved QoE and suggest 

approapriate adaptation, that is, reduction in bitrate. The client-side QoE estimation methods are not 

appropriate for the real-time aspect of video streaming, since the information reported back to the server is 

always late. Figure 1 depicts a block diagram of the proposed method which denotes an interaction type 

among client and server.  
 

 

 
 

Figure 1. Block diagram of server-side QoE evaluation framework 
 

 

The proposed approach seeks to capture the distinct phenomenon of video streaming QoE, for 

example, the observation of minimum startup delays having some effect on QoE, or identifying rebuffering 
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events that seriously influence the QoE. As a result, the proposed method is designed such that, it is capable 

of seemless execution under real-time scenarios and performance as a proactive operating model for 

prediction. It is built to examine multiple operations of the CDS, the internet or network, and the client. 

A CDS has entrée to binary input sources such as visual information encoded in multiple sorts of 

similar videos as well as parameters of contemporary networks. Regarding visual information, a server has 

entrée of multiple sorts is designed by utilizing the various condensation parameters on the H.264 standard. 

For condensed stream generation, traditional videos are condensed by utilizing the FFmpeg. A condensed 

parameter consists of rebuffering duration, stalling events, and throughput. The server is entrée to multiple 

versions of condensed videos and is as good as real-time information of network states, for evaluating the 

user’s QoE. 

For visual features, the proposed method comprises PatchVQ [25] model, which contains multiple 

stages that are spatiotemporal feature extraction, feature pooling, and the regression of the temporal. The 

spatio-temporal feature extraction happens by considering the four scales for the sequence of every video: the 

full video, sv-patch, tv-patch, and stv-patch. Consequently, the extraction of the feature is performed by 

working with DNN-based architecture [26], particularly the region-based convolutional neural network  

(R-CNN) and residual network (ResNet) models. Spatio-temporal features are extracted by utilizing the 

architecture of 3D ResNet-18. The feature pooling is executed for reduction of various trainable parameters 

and also to enable the network to highlight the correct RoI. A faster R-CNN is developed for spatial as well 

as temporal domains to extract features, and it implements the region approach process to choose a suitable 

region [27], [28].  

 

2.1.  Training of DNN for QoE evaluation 

Subsequently, the training dataset must be thoroughly utilized to train the network in order to 

optimize or improve its performance. Three major factors namely loss function, optimization algorithm, and 

backpropagation, are utilized for efficiently optimizing a neural network. Using these factors, an iterative 

method is developed for training and later established by sustaining training data in the network when 

randomly initializing the weight of each layer. The outcome generated from this process is then analyzed 

alongside the expected label, using the support of a loss function. This estimates the network error which is 

accurately classified as an input. Now, the training network’s main task is to reduce the error. Providing an 

input set 𝑥, DNN generates the recognized label �̂�, which is estimated as opposed to the ground truth 𝑦 

utilizing the ℒ1 error metric as shown in (1). 

 

ℒ(𝑥, 𝑦) = ∑ |𝑦𝑖 − �̂�𝑖|𝑖  (1) 

 

Providing a loss function output and a set of error gradients according to every network weight is 

accomplished by utilizing the backpropagation algorithm. Then, the gradients are used for optimization, 

generally imitative of gradient descent, which fine-tunes every weight for reducing an error and for 

identifying a local optimum. 

 

2.2.  Workflow of compressed video segment and associated metadata 

The proposed model is developed based on the models of p.1203 and PatchVQ. It consists of 

multiple processes that are, feature extraction, spatiotemporal pooling and temporal regression. The PaQ-2-

PiQ is implemented for the spatial feature extraction and 3D ResNet-18 is for the temporal features. The 

spatiotemporal pooling utilizes the spatial pool, which is followed through the segment of interest. The 

temporal pool method is then applied, from which the obtained outcomes are provided to the Inception Time 

model. The PatchVQ has the effect of incorporating contemplation of semantic data of video features. To add 

those features, the model has to modify an Inception Time component of PatchVQ. Figure 2 Shows the block 

diagram of the compressed video segments and associated metadata, which generates a MOS. 

An inception time architecture contains multiple inception blocks, each of which consists of many 

parallel convolutions in various filter lengths, followed by the concatenation layer to integrate outcomes of 

the parallel convolutions. The inception blocks are arranged one after the other, that makes up for the whole 

architecture of inception time. Outcomes of inception time (IT) block network are accompanied by global 

average pooling (GAP) as well as fully connected (FC) layers through the softmax activation function. In this 

approach, the FC layer of an IT constituent is changed into the outcome of 20 values instead of one. Later, 

the 20 values are integrated into a vector consisting of video features and streaming data consisting the recent 

throughput of the network. Moreover, this model extends two FC layers, FC1 and FC2, to authorize the 

model to deduce the relationships between MOS and the given streaming metadata.  

Process of training model: For the process of training, this method is performed with the 𝐿1 loss 

function and an Adam optimization for size 128. The considered data for implementation, is the Amazon 

Prime video dataset, which comprises of 420 video streams from 15 various uncompressed videos, which 
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have been encoded based on given dataset information. From these 15 original videos, 13 are considered for 

training and the rest 2 are for testing. For every video, the applicable streaming versions are determined 

during the training as well as the validation of the model. 

 

 

 
 

Figure 2. Block diagram of the compressed video segments and associated metadata 

 

 

3. BAYESIAN K-MEANS CLUSTERING 

A novel methodology of Bayesian K-means clustering is proposed for the identification of QoE in 

multimedia video streaming. The clustering technique is helpful to acquire basic insights and information of 

streaming data as well as automatic recovery from detection failures without user intervention. Clustering is a 

process of dividing the unlabeled data points into a number of grouped data points, that are similar to the 

other data points within the group, and dissimilar to data points in other groups. Clustering is basically the 

inherent grouping between unlabeled data and there is no criteria for good clustering. It is fully based on 

users and the criteria they use which satisfy their needs. It is a procedure of creating a group of conceptual 

features into similar feature classes. A cluster of data objects can be treated as one group. While performing a 

cluster analysis, a set of data is initially partitioned into groups according to the data similarity after which 

labels are assigned to the groups. The K-means clustering is a non-hierarchical cluster evaluation process to 

partition existing objects into single or multiple clusters based on their features. Every object with similar 

features is formed into a similar cluster and objects with non similar features are grouped into other clusters. 

The k-means clustering approach tries to classify the multimedia streaming information contained into 

various groups. An average K-means algorithm is a simple and popular unsupervised learning approach. It is 

an enlargement of a vector quantization approach used in the processing of signals. With various evaluation 

approaches, various clustering classification algorithms are naturally derived, which are produced based on 

various foundations. The splitting or aggregation is chosen for screening and after, a suitable cluster is chosen 

from an outcome as an outcome and an average algorithm’s formula is expressed in (2) and (3) as; 
 

√∑ (𝑋𝑖 − 𝐶𝑗)
2𝑘

𝑗=1  (2) 

 

𝐽 = ∑ ∑ ‖𝑋𝑖
(𝑗)

− 𝐶𝑗‖
2

𝑛
𝑖=1

𝑘
𝑗=1   (3) 

 

The mean of data points 𝜇𝑗 within each cluster is estimated to update a centroid in each iteration. 

This process continues until there is no modification in the values of the centroids or the number of 

maximum iterations is accomplished. The data points similarity in every cluster is maximum and by 

minimizing the objective function, the identified centroid value is expressed in (4) to (6) as;  
 

𝑐(𝑖) = 𝑎𝑟𝑔𝑗𝑚𝑖𝑛‖𝑥𝑖
(𝑗)

− 𝜇𝑗
2‖ (4) 

 
𝜕𝐽

𝜕𝜇𝑗
= −2 ∑ (𝑥𝑖

(𝑗)
− 𝜇𝑗) = 0𝑚

𝑖=1  (5) 

 

𝜇𝑗 =
∑ 𝑥𝑚

𝑖=1 𝑖

(𝑗)

∑ (1)𝑚
𝑖=1

 (6) 
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where, 𝑗 and 𝑎𝑟𝑔𝑗𝑚𝑖𝑛 is the objective function, 𝑘 is the number of clusters, 𝑋 is the case 𝑖, 𝐶 is the centroid 

for cluster 𝑗, 𝑛 is number of cases, 𝑋𝑖 and 𝐶𝑗 are the parts in dimensional Euclidean space, ‖𝑋𝑖
(𝑗)

− 𝐶𝑗‖ is 

Euclidean distance among 𝑋𝑖 and 𝐶𝑗, and 𝑐(𝑖) is an output cluster vector of the K-means. 

The approach of K-means is according to a spherical cluster, in which the data points converge near 

the centroid of a cluster. The K-means clustering algorithm’s steps are as follows: 𝑋 = {𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛} is 

the set of data points, 𝐶 = {𝑐1, 𝑐2, 𝑐3, … 𝑐𝑛} where 𝑘 ≤ 𝑁 is the set of selected data centers. Initially, "𝑗" 

centers of the cluster are randomly selected, and after allocating each data point to every cluster center, the 

distances among each data point and the cluster centers are evaluated, out of which the minimum distance is 

selected. The re-evaluation of the new cluster center is expressed in (7). 
 

𝐽𝑖𝑖 = (
1

𝐶𝑖
) ∑ 𝑋𝑖

𝐶𝑖
𝑗=1  (7) 

 

The K-means average algorithm is set to various clusters to be grouped at inception and afterwards, 

a grouping motive is achieved by repeatedly modifying until the group center is stable. The K-means 

algorithm is based on a summation of the squared difference of the distances among every point in every 

cluster and the center of the cluster to which it exists. The K-means average algorithm is to set the number of 

clusters to be grouped at the beginning and, then, achieve the purpose of grouping by repeatedly modifying 

until the group center is stable and there is no change. K-means averaging algorithm is based on the sum of 

the squared difference of the distance between each point in each cluster and the cluster center to which it 

belongs, as small as possible.  

Through K-means, the average approach has features of greater calculation speed as well as real-

time update of a group cluster. It examines, classifies and recognizes the frequency of the computerized 

numerical control (CNC) milling machine by various drilling approaches and various materials. Figure 3 

depicts the block diagram of the K-means grouping cluster. In this method, the evaluation outcomes from 

samples of sound detection on a process of video are taken ten times. 

 

 

 
 

Figure 3. Block diagram of the K-means grouping cluster 

 

 

3.1.  QoE level identification by using Bayesian clustering 

This section describes the identification of the observation points by utilizing the non-parametric 

inference with the collapsed gibbs (CG) and this method utilized the clustering model for the modeling of the 

data. This method required to identify the vector of the cluster which is explained as 𝐶 = [𝑐1, 𝑐2, … , 𝑐𝑁], 
where 𝑐𝑖 illustrates the cluster to which �⃗�𝑖 belongs. For evaluation of the parameters, the infinite gaussian 

mixture model is majorly utilized to perform the channel clustering by supporting the various algorithms. For 

clustering, this method utilizes the markov chain monte carlo (MCMC) algorithm for obtaining accuracy in 

the clustering method. Moreover, a CG algorithm is used to derive an inference about the dataset and that is 

an understanding of the MCMC algorithm. For the sampling of CG, a random sample sequence is needed for 

evaluating the secret parameters, which are acquired by an integrated probability of distribution of the 

number of random variables with less complexity. Identification of 𝐶, is computed as 𝑃(𝑐𝑖 = 𝑘|�⃗�, 𝐶−1, 𝛼: �⃗⃗⃗�), 

rather than identifying an integrated probability of distribution because of the difficult integration. The 

Bayesian rule 𝑃(𝑐𝑖 = 𝑘|�⃗�, 𝐶−1, 𝛼: �⃗⃗⃗�) is provided in (8) and (9). 
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𝑃(𝑐𝑖 = 𝑘|�⃗�, 𝐶−1, 𝛼: �⃗⃗⃗�) = 𝑃(𝑐𝑖 = 𝑘|�⃗� − 𝑖, 𝛼, �⃗�𝑘, �⃗⃗⃗�, �⃗�𝑖) (8) 

 

𝑃(𝑐𝑖 = 𝑘|�⃗�, 𝐶−1, 𝛼: �⃗⃗⃗�) ∝ 𝑃(�⃗�𝑖|�⃗� − 𝑖; �⃗⃗⃗�)𝑃(𝑐𝑖 = 𝑘|𝐶−1, 𝛼) (9) 
 

where, �⃗⃗⃗� is hyper-parameters by (MS-t) distribution, which is utilized to identify a normally distributed 

population mean with secret standard deviation as well as minimum sample size. 

 

 

4. RESULTS AND DISCUSSION 

In this research, a Bayesian K-means clustering algorithm is proposed to identify a QoE in 

multimedia video streaming. The proposed Bayesian K-means clustering method is implemented on the 

testbed utilizing Python 3.5. The outcomes for the QoE, and fairness reward function with their policies, are 

shown in Table 1 and Table 2. Figure 4 represents the grapgical representation of QoE with policies. Figure 5 

Shows the graphical representation of fairness with the policies. 

 

 

Table 1. Reward breakdown for QoE function on 

1500 kB/s and 2000 kB/s download link 
Policies Total reward (QoE) 

1500 kB/s 2000 kB/s 

Even 3877.05 4935.52 
Adaptive 1773.30 4292.47 

SARSA 3799.09 4936.76 

MPAG-finite 4781.88 5690.77 
K-means 5105.22 5764.1 

Bayesian K-means 5237.42 5841.36 
 

Table 2. Reward breakdown for fairness function on 

1500 kB/s and 2000 kB/s download link 
Policies Total reward (Fairness) 

1500 kB/s 2000 kB/s 

Even 7053.77 7796.12 
Adaptive 6927.24 8251.66 

SARSA 6037.97 6486.17 

MPAG-finite 7394.76 8441.75 
K-means 7472.18 8562.99 

Bayesian K-means 7561.82 8732.08 
 

 

 

 
  

Figure 4. Graphical representation of QoE with the policies 

 

 

Table 1 and Figure 4 represent the outcomes of the QoE reward function with the 1500 kB/s and 

2000 kB/s download link. The existing policies namely even, adaptive, SARSA, MPAG-finite, K-means are 

compared with the proposed Bayesian K-means. The proposed method obtained the QoE reward by the 

download links 1500 kB/s and 2000 kB/s of 5237.42 and 5841.36 respectively. The proposed method 

achieved better QoE than the other policies. 

Table 1 and Figure 5 represent the outcomes of the fairness reward function with the 1500 KB/s and 

2000 kB/s download link. The existing policies even, adaptive, SARSA, MPAG-finite, K-means are 

compared with the proposed Bayesian K-means. The proposed method obtained the Fairness reward function 

of download links 1500 kB/s and 2000 kB/s respectively at 6561.82 and 8732.08. The proposed method 

achieved better fairness than the other policies. 

Table 3 and Figure 6 represent the users video bitrate and users download rate distribution decided 

by a Bayesian K-means to a data rate (Mbps). Table 3 depicts an average download bandwidth for the tested 

users according to Bayesian K-means strategy with fairness function, on 2500 kB/s download link. Table 4 

and Figure 7 represent the achieved QoEs with Policies for without and with Bayesian. The proposed 

Bayesian K-means achieved better results compared to other methods. The policies with Bayesian achieved a 

higher QoE than those without Bayesian.  
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Figure 5. Graphical representation of fairness with the policies 

 

 

Table 3. Analysis of average video bitrate and download rate with the users 
Users Data rate (Mbps) 

Video bitrate Download rate 

1 8 7 

2 8 7 
3 8 7 

4 6 5 

5 5 4 

 

 

 
 

Figure 6. Graphical representation of data rate with the users 

 

 

Table 4. QoE reward comparisons without Bayesian feature and with Bayesian feature 
Policies Without Bayesian With Bayesian 

Even 4935.52 4921.96 

Adaptive 4292.46 4279.49 
SARSA 4936.47 4921.91 

MPAG-finite 5690.77 5680.03 

Bayesian K-means 5805.22 5837.42 

 

 

 
 

Figure 7. Graphical representation of the QoE with the policies for the without and with Bayesian 
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4.1.  Comparative analysis 

This section shows the comparative analysis of proposed Bayesian K-means clustering alongside 

few previously developed models. The metrics were QoE and fairness reward function, with several bitrates, 

as depicted in Table 5. The AL-FFEA3C [13] method utilized the 12 Mbps bitrate and achieved only 1055.40 

in its QoE. The context-aware MEC [18] method utilized the 3450 Kbps bit rate and gains a QoE of 1186.91 

with fairness of 0.92. The MPAG-finite utilized two bit rates of 1500 kB/s and 2000 kB/s and achieved QoEs 

of 4781.88 and 5690.77, correspondingly and fairness of 7394.76 and 8441.75, respectively. The proposed 

Bayesian K-means achieved better QoE reward functions of 5237.42 and 5841.36 with 1500 kB/s and 2000 

kB/s bitrates. Furthermore, it gains better fairness reward functions of 5841.36 and 8732.08 with 1500 kB/s 

and 2000 kB/s bitrates respectively. 

 

 

Table 5. Comparative Analysis of proposed method with existing methods 
Author Methods Bit rate QoE Fairness 

Naresh et al. [16] AL-FFEA3C 12 Mbps 1055.40 N/A 
Rahman and Huh [21] context-aware MEC 3450 Kbps 1186.91 0.92 

Wang et al. [24] MPAG-finite 1500 kB/s 4781.88 7394.76 

2000 kB/s 5690.77 8441.75 
Proposed Bayesian K-means 1500 kB/s 5237.42 5841.36 

2000 kB/s 5841.36 8732.08 

 

 

5. CONCLUSION 

The multiview video has become a popular phenomenon in multimedia streaming services as it 

provides an immersive as well as interactive user experience throughout the Internet. In this research, a 

Bayesian K-means clustering is proposed for identifying the better QoE in multimedia streaming. In this 

multimedia video streaming, the Amazon Prime video dataset is utilized for evaluating the performance of a 

model. The proposed method is developed by the PatchVQ model, PaQ-2-PiQ model is utilized for the 

spatial feature extraction and 3D ResNet-18 is utilized for temporal feature extraction. The outcomes of the 

proposed method showcases its efficiency in terms of its higher QoEs and fairness reward functions at 

different download link bitrates. The proposed Bayesian K-means achieved QoE reward functions of 5237.42 

and 5841.36 for bitrates of 1500 kB/s and 2000 kB/s, along with better fairness reward functions of 5841.36 

and 8732.08 for bitrates of 1500 kB/s and 2000 kB/s respectively.  

The proposed method contains certain limitations which are, the QoS parameters are affected the 

performance as well as the model had achived only the minimum latency. In the future, the proposed 

multimedia streaming will extend to improve the latency of this method. Moreover, the proposed method will 

extend to performed for the large-scale experiments with network scale users.  
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