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Abstract 
As the development of GPU/CPU parallel computing in recent years, load balance of GPU server 

has been more and more important, so we promote a genetic algorithm-based load balancing algorithm for 
GPU RTM. The algorithm takes the server status and job assignment into account, and design a coding 
mechanism and genetic manipulation, as well as fitness function. The experiments show that,the algorithm 
can reach a better effect of efficiency and load-balancing. It can hidden data transmission in the parallel 
computing, and during server downtime, it can prevent the idle of other computing resources. 
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1. Introduction 
With the increasing difficulty of oil exploration, reverse time migration, full waveform 

inversion and other new processing technologies as well as GPU and other equipments have 
been applied in seismic data processing. Relative to the CPU server, GPU server greatly 
improved the parallelism and computational efficiency of reverse time migration, and has a good 
effect of reverse time migration. However, due to the lack of load balancing strategy or just 
through simple method to achieve load balancing of the reverse-time migration algorithm based 
on GPU server, there is not suitable load balancing algorithm for the algorithms based on GPU 
server. In this paper, a Genetic Algorithm based load balancing algorithm of reverse-time 
migration has been designed to adapt to the characteristics of GPU servers, and make different 
batches and different models of GPU servers dynamically assign tasks depending on the load of 
servers, so that all servers can be fully utilized.  

Genetic algorithm (GA Genetic Algorithm) is a class of self-organizing and adaptive 
artificial intelligence technique by simulating evolution and mechanisms of natural biological to 
solve the problem [1-5]. By the encoding, fitness function and genetic manipulation algorithms, 
GA can be used to obtain environmental information to search and adjust the search direction. 
Through this self-organizing, adaptive characteristics, GA can automatically discover the laws of 
the environment, so that it is very suitable for real-time status changing environment of 
application and servers, according to the current state of the server decide  task allocation. In 
summary, this paper presents a Genetic Algorithm based dynamic load balancing algorithm of 
reverse-time migration that takes the each server status and server type into consideration 
together, it can flexibly adjust task for each server. On the one hand, based on different types of 
servers, it allocate different amounts of task, on the other hand, adjusts assignments based on 
server load state, so that, it can make full use of servers and achieve the effect of  load-balance, 
thereby increasing the load capacity of  servers [6-11]. 
 
 
2. Parallel Algorithm for Reverse-time Migration 

Reverse time migration is the seismic data migration method that using two-way wave 
equation, the basic formula is as follows: 
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Where,  , , ,P P x y z t  is  the pressure field of medium， ( , , )x y z  is the medium 

density， ( , , )v v x y z is the velocity field，  , , ,s x y z t  is the source term. With the high order 

difference or compact difference scheme is used to solve the Equation (1), it can be used for the 
numerical simulation of wave propagation.  Dablain(1986) already discussed in detail the higher 
order finite difference solution of the three-dimensional two-way wave equation. Here just list the 
basic calculation formula of the forward and inverse extrapolation [12-15]. 

The 3d high order finite difference wave equation, with truncation error is 

 2,,, tzyxO MMM   , is as follows: 
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The implementation of reverse-time migration with no load-balance is shown in Figure 
1, the source data has been totally distributed at the beginning, with no consideration of the 
server type and server load state, resulting in the servers with faster processing speed waiting 
the servers with slower processing speed for a long time. And once a server failure, job 
processing time will be longer again; all the other servers must be waiting for the fault server to 
finish its task. 

 

 
Figure 1. Parallel Algorithm of Reverse-time Migration with on Load Balance 

 
 
Because of the problems of reverse-time migration with no load-balance, through the 

optimization of software, design the polling algorithm based load balancing algorithm for 
reverse-time migration, as shown in Figure 2. This algorithm can assign task during the seismic 
data processing, and avoid that all the other servers wait for the fault server, but because of the 
algorithm without considering the server load state and the type of server, job completion time 
difference is bigger, and still cannot make full use of the servers.  
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Figure 2. The Polling Algorithm Based Load Balancing Algorithm for Reverse-time Migration 

 
 
The above algorithm still cannot solve the problem of load balancing very well, so this 

article designed a genetic algorithm based load balancing algorithm of reverse-time migration. 
The algorithm considers the different processing capacity of each GPU server type, for different 
GPU servers Sets in different service matching degree. The algorithm flow chart is as follows:  

 
 

 
Figure 3. The Genetic Algorithm Based Load Balancing Algorithm of Reverse-time Migration 

 
 

3. Algorithm Design for the Genetic Algorithm Based Load Balancing Algorithm of 
Reverse-time Migration 

In the process of solving practical problems, genetic algorithms cannot deal directly with 
the data in the problem space, it can handle only data expressed in the form of genome 
chromosome, and therefore to use genetic algorithm to solve the problem, first of all is 
converting the solution of problem into the organization form of chromosome, namely coding 
[16-19]. 

 
3.1. Encoding Mechanism  

Each task in the form of a "n (l) p" description, respectively task number, and the size of 
the task, task matching degree. The number of shot data is used to describe the size of the 
task, according to the type of server setups task matching degree,  due to processing capacity 
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different type of task of GPU server matching degree varies. In the algorithms, each gene 
represents a task to be distributed; a group to be assigned tasks that make up a chromosome, 
each chromosome represents a scheme. So coding problem is the primary problem occurring in 
the use of genetic algorithm. The algorithm uses the decimal encoding, such as a cluster of N 
servers, including GPU S2090 servers, GPU S1070 servers and GPU k10 servers. Due to the 
different processing capacity, different server types have different service matching degree, 
service matching degree is described by using p, If a task named M, each task information < n, 
l, p > information contains three information, n for task number, l for task size, and p on behalf of 
the task matching degree. Obviously, n, l and p element are decimal number, a chromosome 
encoded as shown: 

 

 
Figure 4. Chromosome Encoding 

 
 

3.2. Fitness Function  
Server's status is the important factors influencing the load balancing. First, assume the 

total time for each server completes tasks as sumT , its maximum as maxT , the minimum value as 

minT ,average as T , the minimum difference of s ,The smaller of s , means that the task 

allocation more balanced; Secondly, the load error rate reflects the overall distribution of the 
load of GPU servers, the higher utilization of GPU server’s and smaller load error rate, the 
better performance of the server, a server fitness function for f ,set the current server’s load for 

iCL , new load for iNL , server’s utilization rate of GPU for iGP , with mean GP , there are: 
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The fitness function of algorithm as follow:  
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3.3. Genetic Operations  
(1) Select operation. In order to make the individuals with larger fitness degree can be 

directly retained to the next generation of group, select " determine the type of sampling to 
choose" method, specific steps to see literature [3],setting threshold, keep the server which iGP  

is bigger than the threshold directly to the next generation of groups. 
(2) The crossover operation. For convenient of crossover operation and mutation 

operation, so the above chromosomes recombine, combined into one dimensional encoded 
string. As shown in figure 5 is one-dimensional coding genes used in the algorithm.  

 
 

  
Figure 5. One-dimensional Coding Genes of Chromosomes 

 
 

Select two parent individuals from a population, make crossover operation, and meet 
that intersection has the same gene location. Randomly exchange genes which are on the left 
of the intersection and are not the same, after that to get two new individual chromosomes. 
When a crossover operation is completed, the change of gene location will lead to the change 
of task allocation, so the ip  values should change correspondingly. 

(3) Mutation. Due to the state of the server is a real-time change, so values of ip will 

also change. When a server failure, ip to 0; If the server replacement values of ip  is also 

changing. Accordingly, after the completion of a mutation, values of ip  also need to be 
modified. 

 
 

4.Experiment and Analysis  
4.1. Test Case  

 Article takes an actual reverse-time migration task as the example; equipment includes 
24 servers of S2090 GPU, 24 servers of GPU K10, and 12 servers of S1070 GPU, operation 
parameters as follows: Contrast diagram of the tasks total time as follows, through the actual 
test result, we can see that the effect of the algorithm obviously is better than the other two 
kinds of algorithms, especially for the presence of server failure, the load-balance performance 
of algorithm effect is better, and with the increase of Work Load, the effect of the algorithm will 
be more obvious. 

 
 

Table 1. Parameter List of Reverse-time Migration Task 
Area（Km2

） 300  

Data amount (Gb) 487 
Sampling interval（ms） 2 
FLOD 120 
Trace length（ms） 6000 
Bin size（m） 25x25 
Shot number 29328 
Continuation depth 5000 
Time continuation 0.4ms 
Main frequency of 
wavelet   F=20 
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Figure 6. Comparison Chart of Algorithm‘s 
Effect in Trouble-Free Condition 

Figure 7. Comparison chart of Algorithm‘S 
Effect with One Server Failure for 12 Hours 

 
 

Figure 8. Comparison Chart of Algorithm‘S 
Effect with Two Servers Failure for 12 Hours 

Figure 9. Comparison Chart of Algorithm‘S 
Effect with One Server Failure for 24 Hours 

 
 

4.2. Performance Comparison  
Relative to the other two algorithms, genetic algorithm based load balancing algorithm 

of reverse-time migration can have better running effect, the algorithm can generate reasonable 
distribution scheme by server load state and the type of server; The polling algorithm just 
assigned a fixed number of task, and can't adjust according to the server status, so that it’s 
effect of load balancing is not as good as genetic algorithm; without of load balancing algorithm, 
seismic data is distributed in one-time, and the algorithm completely does not consider the 
server state.When server failure, the genetic algorithm based algorithm can have the effect of 
load-balance, and compared with the polling algorithm, it has better effect of load-balance, and 
as for the algorithm without load balancing, once a server failure, all the other servers must wait 
until the server is normal. 
 
 
5. Conclusion 

The algorithm fully considered the type of server, server load state, and the average 
processing time of each server, this algorithm can distribute tasks according to the status of 
different servers, make full use of the servers, and avoid the influence of server failure, so it has 
a good application effect. 
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