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 Recent healthcare research has focused a great deal of interest on using 

genetic data analysis to predict the risk of hypertension. This paper presents 

a unique method for accurately predicting the vulnerability to hypertension 

by utilizing single nucleotide polymorphism (SNP) data. We present a novel 

neural network design utilizing the adaptive moment (Adam) optimizer to 

describe the intricate temporal correlations in SNPs. The study used a dataset 

with carefully preprocessed SNP data from a broad cohort for model input. 

The long short-term memory (LSTM) network was methodically built and 

trained with hyper-parameter and fine-tuning using the Adam optimizer to 

converge on ideal weights. Our findings indicate encouraging predictive 

performance, highlighting the suggested methodology’s usefulness in 

determining hypertension risk factors. The result showed that the proposed 

method achieved stability in the performance of 89% accuracy, 96% 

precision, 88% recall, and 92% F1-score. Due to its higher accuracy and 

greater predictive power, our SNP-based LSTM methodology is superior to 

the conventional machine learning method. By providing a novel framework 

that uses genetic data to predict the risk of hypertension, this research makes 

substantial contribution to the field of predictive healthcare. This framework 

helps with early intervention and customized preventative efforts. 
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1. INTRODUCTION 

Dysregulated blood pressure, also known as hypertension, is widely distributed among society 

around the globe. According to medical research, detecting hypertension early, changing one’s lifestyle, and 

strictly controlling it can lessen its effects. Most people with hypertension do not display any signs, making it 

known as a “silent killer”. Some may experience headaches, difficulty breathing, nosebleeds, dizziness, or 

heart palpitations. However, these symptoms are not unique to the medical condition and often don’t appear 

until it has become severe [1]. There is still much to be discovered about detecting and monitoring 

hypertension, particularly in less developed nations where access to preventative healthcare services is more 

limited. The multi-factorial and polygenic mechanism underlying this disease caused some limitations in the 

prevention assessment [2], [3]. Several genes that contribute to the development of hypertension, and 

variations of individual genetics in the form of single nucleotide polymorphism (SNP) have a significant role 

https://creativecommons.org/licenses/by-sa/4.0/
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in the susceptibility to develop this disorder [4]. Up to now, certain allele of specific SNP variations from 

various genes has more association with the development of hypertension [5]–[21]. Although some 

preventive methods have been developed to diagnose the potential risk of hypertension earlier [22]–[24],  

the results may unsatisfactorily provide a persistent result due to the polygenic characteristic of this disease. 

Thus, a combination of several polymorphisms from several genes becomes a promising approach to 

developing an early diagnosis of hypertension risk factor. 

Research related to hypertension is conducted from early detection to the provision of treatment for 

hypertensive patients using machine learning methods [25], [26]. Many researchers and practitioners have 

proposed different learning algorithms to detect the risk of hypertension using a computational approach as a 

machine learning method using any data type. The most data used in their research was clinical data and 

blood pressure [27]. However, the limitations of machine learning methods require knowledge of which 

predictors are involved. When dealing with a large number of independent variables, feature selection becomes 

necessary to achieve high-performance evaluation. Some authors developed a computational analysis to deal 

with the individual genetics data and achieved a favourable result. Due to the large number of image features 

extracted, more than 10,000 features, this method is required to employ the feature selection algorithm to 

determine the potential feature in classifier model construction for disease risk prediction [21]–[23]. However, 

no persistent method was developed to deal with the SNP data for predicting the risk factor of hypertension. 

Some studies also developed a method to prospect hypertension cases using machine learning, but not with 

the risk factor assessment based on the genotype data [1], [28]. 

Meanwhile, the use of deep learning models for magnetic resonance imaging (MRI) detection of brain 

tumors has shown promising results, but there is still much room for improvement. Deep learning models like 

convolutional neural networks (CNNs) are data-intensive and computationally expensive, requiring a large 

amount of brain tumor image data for training and high graphics processing unit (GPU) runtime and memory 

usage. To address these limitations, researchers have proposed methods such as ERV-Net, which reduces 

computational complexity but sacrifices some accuracy [28]. For successful and prompt treatment of brain 

cancers, early identification and classification are essential. However, conventional machine learning 

approaches have a hard time analysing the massive amounts of data generated by images. It remains a difficult 

and intricate problem, despite the fact that the well-known optimization technique stochastic gradient descent 

(SGD) has shown remarkable performance on large-scale assignments. Commonly used for hypertension 

classification, photoplethysmography has an accuracy of just 76% even when using deep learning. These 

findings stress the need for more study and development in the area of disease detection [29]. 

A particular kind of recurrent neural network (RNN) that is adept at seeing sequential patterns and 

linkages in the data is also used in the research of long short-term memory (LSTM) networks for forecasting 

stock market trends in Bangladesh. RNNs of the LSTM type are widely used in financial market forecasting 

because they are well-suited for the analysis of time-series data [30]. The minimal loss and average loss 

criteria are used to assess the LSTM model’s performance. The study showed that the optimizer selection can 

have a significant impact on classification, while other parameters, including the number of LSTM layers, 

had little effect [31]. Thus, the goal of this work is to forecast the chance of getting hypertension using SNP 

data. Genetic variants known as SNPs are found at a particular location in a deoxyribonucleic acid (DNA) 

sequence. They offer important details regarding the inherited susceptibility to diseases like hypertension. In 

order to efficiently capture and reproduce long-term connections in sequential data, the study uses a RNN 

model called the LSTM model. Adaptive moment (Adam) is a deep learning model optimizer that considers 

gradients and learning rate simultaneously. The method is a cross between AdaGrad and RMSprop, and its 

performance depends on the nature of the particular issue at hand, the architecture of the neural network, and 

the computing power available. Based on the computed error levels, the optimizer iteratively modifies 

weights and parameters to improve model performance [32]. The study is unique in that it uses Adam 

optimization to integrate SNP data with LSTM, improving both overall performance and prediction accuracy. 

SNP data preparation and collecting are included in the design and development plan. The suggested method 

entails creating and implementing an LSTM model to forecast hypertension. The Adam optimizer is used to 

train the model, with an emphasis on optimizing hyperparameters. Metrics like area under the curve (AUC), 

sensitivity, specificity, and accuracy are used to assess the performance of the model. Furthermore, the 

LSTM model is contrasted with traditional machine learning techniques, such as decision tree (DT),  

K-nearest neighbor (KNN), Naïve Bayes (NB), and support vector machine (SVM). 

 

 

2. METHOD 

We will show facts pertaining to data sources during this session. We then present the proposed 

methods, including, among others, LSTM with Adam optimizer. The evaluation metric for this investigation 

is finally specified. 
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2.1.  Data source 

A new method for predicting the risk of hypertension uses information from SNPs. SNPs are 

differences in DNA sequences that influence only one nucleotide; these variations may help explain 

variances in hypertension and other genetic disorders. This study adopts a distinct approach by SNP data 

specifically, whereas other research may have placed greater emphasis on other kinds of data or prediction 

models. SNP data was utilized to predict the risk of hypertension using the OpenSNP platform. It is a website 

that allows users to share their genetic information, including SNPs. We retrieved SNP-containing genomic 

data from the OpenSNP database that were relevant to hypertension risk [33]. genome-wide association 

studies atlas data was used to compile the list of SNP and gene variants [34]. Based on data from the prodia 

laboratory, as shown in Table 1, 27 SNPs were chosen for their association with hypertension. 

 

 

Table 1. The associated genes’ genotypes 
Gene SNP code  Gene SNP code 

ACE rs4341  MTHFR rs17367504 
ADD1 rs4961  NEDD4L rs3865418 

ADRB3 rs4994  NEDD4L rs2288774 

ATP2B1 rs17249754  PCSK1 rs6235 
ATP2B1 rs2681472  PPARA rs1800206 

BGLAP rs1800247  PPARA rs4253778 

CALCA rs3781719  PRDM8-FGF5 rs11099098 
CYP11B2 rs1799998  RNLS rs2296545 

CYP17A1 rs11191548  SMARCA4 rs1122608 

DHFRP2 rs9266359  STK39 rs6749447 
FGF5 rs1458038  TCEANC rs2361159 

FGF5 rs16998073  TNXB rs2021783 

KIF26B rs10924160  ZFP64 rs6013382 
LOC102723639- rs35444    

 

 

2.2.  The proposed method 

Web scraping was one of several steps used to gather data for this study, which also included 

encoding the data into a numerical representation. After that, DTs, SVM, KNN, NB, and LSTM were among 

the categorization approaches used for modelling. Figure 1 shows the results of the subsequent evaluation of 

the performance levels. It would appear that this study makes use of a whole data analysis pipeline to find the 

best method for each task at hand, including data gathering, preprocessing, modelling with various machine 

learning algorithms, and thorough performance evaluation. 

 

 

 
 

Figure 1. Block diagram of proposed method 

 

 

2.3.  Reproducibility 

We used the QuerySNP package for data scraping in order to get a dataset from the OpenSNP 

website. After importing the dataset, the first thing that needs to be done is processing the data. This includes 

converting the data from DNA sequence characters (Adenine (A), Thymine (T), Guanine (G), and Cytosine 

(C)) to a binary number value by calculating the sum of each column/feature for each record of data. Then 

encoding the labels from text to numbers (0 and 1) for class. After that, the data needs to be divided into a 

train dataset and a test dataset; in this example, the percentage of data for the train set is 75%, while the piece 

of data for the test set is 25%. The train set will then be reformatted into an array of sequences to be used by 

LSTM. After then, the LSTM algorithm will be trained using the set that was previously utilized for training. 
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During the procedure (known as hyper-parameter tuning), early stopping and model checkpoint will be 

utilized to locate the most effective model. After the best model has been trained, the result of the best 

model's predictions will be assessed using confusion metrics once the training process has been completed. 

For predicting using classifier model, we utilize TensorFlow library to build the LSTM-based model [35]. 

All hyper-parameters utilized in training the LSTM model with the Adam-optimizer will be explicitly stated 

and documented in the research paper and code repository. Detailed information on the training process, 

including data splitting, optimizer settings, learning rates, and batch sizes, will be provided for transparency. 

Then, we use the Sci-kit-learn library for implementing machine learning algorithm such as KNN, NB, SVM, 

and DT [36]. For reproducibility, the code repository will include detailed documentation, scripts, and 

instructions covering data preprocessing, model architecture, hyper-parameters, optimizer configurations, and 

training procedures, we share our source code in GitHub. 

 

2.4.  Web scrapping 

In this step, we retrieve genotype data for 27 SNPs on opensnp.org which involves using automated 

techniques to extract genetic data from the opensnp.org website. We utilized QuerySNP library for web 

scraping [33], which is a method used to automatically collect data from web pages to extract the desired 

genetic information and store it for analysis or further use. Analysing the web page structure, after we 

downloaded the web page, we analysed its HTML structure to find a way to extract the required SNP 

genotype data involving identifying HTML tags and desired attributes. After we extracted data, we stored it 

in an appropriate format in a comma-separated values (CSV) file. The details are stated in Algorithm 1. 

 

Algorithm 1. Data collecting 
Download genotype raw data from files in OpenSNP.org 

for i to n sample data 

         data[i]  load(file[i]) 

         read and remove unimportant information (data [i]) 

        datsnp  get data [i] by selected rsSNP 

("rs4341","rs4961","rs4994","rs17249754","rs2681472", 

"rs1800247","rs3781719","rs1799998","rs11191548","rs9266359","rs1458038","rs1

6998073","rs10924160","rs35444","rs17367504","rs3865418","rs2288774","rs6235"

,"rs1800206","rs4253778","rs11099098","rs2296545","rs1122608","rs6749447","rs

2361159","rs2021783","rs6013382") 

end 

alldata  Combine datsnp for all sample data 

write in csv file (alldata) 

 

2.5.  Encoding SNPs data 

To represent genetic information, we implemented binary encoding genotype data by transforming 

the selected SNPs. The encoding data of genotype by transforming A=00, T=01, G=10, and C=11 is a 

method used to represent genetic information in a binary format, where each of the four nucleotide bases 

(Adenine, Thymine, Guanine, and Cytosine) is assigned a unique binary code. This encoding simplifies the 

storage and processing of genetic data for various computational applications. The 27 genes contain 

nucleotide base pairs as controls to serve as features in the formation of the classifier model. 

 

2.6.  Classifier methods 

A subclass of supervised learning techniques called classifier models is created expressly for 

prediction problems. Assigning data points to predetermined groups or classes is the aim of categorization. 

Classifier models are taught to spot trends and forecast the class labels of fresh, untainted data. For the 

algorithm to learn, training data is required. This study employed a variety of classifiers, including deep 

learning LSTM and traditional machine learning KNN, NB, SVM, and DT). 

 

2.6.1. K-nearest neighbor classifier 

The KNN method is a supervised machine learning with distanced based approach used to solve 

classification and regression [37]. It predicts using distance measures, majority voting, and averaging the 

goal values. It performs well in low-dimensional spaces and is straightforward for small datasets and online 

learning but is computationally intensive for big datasets. 

 

2.6.2. Naïve Bayes classifier 

Based on Bayes theorem, the NB algorithm is a probabilistic machine learning classification 

technique. The method determines a hypothesis’ likelihood based on observed evidence, such as 

characteristics or traits. It makes the frequently incorrect assumption that the characteristics used for 

classification are conditionally independent. Probabilities are used by NB for categorization, prediction, and 
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training. It may be used to distributions that are multinomial, gaussian, or bernoulli. Simpleness, ease of use, 

high dimensionality, and performance even under the “naïve” independence assumption are some of its 

benefits. It might not be appropriate in real-world situations when the independence assumption is broken or 

if intricate interactions between characteristics must be represented. This method is implemented for clinical 

disease [38]. 

 

2.6.3. Support vector machine 

For classification and regression issues, SVM, a supervised machine learning technique, is used.  

It seeks to maximize the margin between classes while identifying the hyperplane that optimally divides data 

points into distinct classes. The method starts with a labelled dataset, and to enhance performance, features 

are scaled or normalized. The kernel and the regularization parameter (C) are the two primary hyper-

parameters selected. The regularization parameter regulates the trade-off between margin and classification 

mistakes, while the kernel function specifies how data is transformed into a higher-dimensional space.  

By resolving a convex optimization problem and determining the best hyperplane, SVM ensures that all of 

the data points are accurately categorised. With the right regularization choice, it is efficient in high-

dimensional spaces, adaptable, and resistant to over-fitting. Although it does not directly produce probability 

estimates, it can be computationally costly and sensitive to the choice of kernel and hyper-parameters [39]. 

 

2.6.4. Decision tree 

To solve classification and regression issues, machine learning techniques known as DTs are used. 

The root is at the top, while the leaves are at the bottom, making up its nodes. The method separates the data 

into subsets according to the values of the input characteristics, and each leaf of the tree represents a 

prediction or class label. The depth of the tree is defined as the number of edges between the root node and 

the deepest leaf. To maximize information gain or reduce mean squared error, the algorithm splits points at 

each node and chooses the optimal feature during training. Criteria like gini impurity, entropy, or mean 

squared error are used to choose the feature. When specific circumstances are satisfied, the tree-growing 

process comes to the end of nodes (leaves) [40]. 

 

2.6.5. Long short-term memory 

A RNN architecture called LSTM was created to identify long-term relationships and patterns in 

sequential input. It fixes the issue with standard RNNs’ vanishing gradients, which makes it challenging to 

recognize and recall long-range relationships. The cell state (Ct), a continuous vector that makes up the 

LSTM cells, can be read, reset, or updated using a series of gates. In addition to the cell state, the hidden state 

(ht) is a continuous vector that is utilized to transmit information across time steps. In LSTM cells, you will 

find three distinct kinds of gates: input, forget, and output. The concealed and cell states are each modulated 

by a specific gate. Each gate in a cell state computation has a specific purpose: the input gate adds new data, 

the forget gate removes data, and the output gate shows or hides the hidden data. Deep learning is a more 

advanced kind of artificial neural networks that makes use of numerous hidden layers. As illustrated in 

Figure 2, this study suggests utilizing three LSTMs with concealed layers. This approach is used when other 

machine learning methods fail to resolve complicated situations. To address the vanishing gradient issue that 

arises during back-propagation, the LSTM was developed [41], [42]. Long-term dependencies are handled by 

LSTM using memory cells, which also decide whether to keep or delete the information. Three gates on each 

memory cell control the information flow. The input gate determines what should be added to the cell, the 

output gate creates new long-term memory, and the forget gate selects what should be removed from the 

previous memory unit. The LSTM’s input can be states as x=(x1, x2, ..., xt), and the output as y=(y1, y2, ..., yt) [42]. 

The methods described below can be used to compute its output (1), disregard gate ft. 

 

𝑓𝑡 =  𝜎(𝑊𝑓 ∗ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (1) 

 

Remark: 

ft : forget gate 

σ  : function of sigmoid 

Wf : weight of forget gate 

ht−1 : hidden state in the previous data 

xt : input from LSTM 
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Figure 2. The architecture of the proposed method 

 

 

The second step is to compute the input gate 𝑖𝑡  using (2) and (3): 
 

𝑖𝑡 =  𝜎(𝑊𝑖 ∗ [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑖) (2) 
 

ć𝑡 =  𝑡𝑎𝑛ℎ(𝑊𝑐 ∗ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) (3) 
 

it : input gate 

Wi : weight input gate 

bi : bias input gate 

ćt  : candidate cell state 

tanh : hyperbolic tangent function 

Wc : weight candidate cell state 

bc : bias candidate cell state 

then, the third step is to update the cell state using (4): 
 

𝐶𝑡 =  𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ ć𝑡 (4) 
 

Ct : cell state 

Ct−1 : cell state value of the previous data 

the fourth step is to compute the output gate using (5) and (6): 
 

𝑜𝑡 =  𝜎(𝑊𝑜 ∗ [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑜) (5) 
 

ℎ𝑡 =  𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ (𝑐𝑡) (6) 
 

ot : output gate 

Wo : weight output gate 

bo : bias output gate 

ht : hidden state 

Finally, the stage is to calculate the predicted value (𝑦𝑡) as stated in (7): 
 

ŷ𝐿 =  𝑊𝑦ℎ𝑡 + 𝑏𝑦 (7) 

 

ŷ𝐿 : the predicted value or the output of LSTM 

𝑊𝑦 : weight of layer output 
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by : bias of layer output 

the function of sigmoid σ(x) is shown in (8): 

 

𝜎(𝑥) =  
1

1+𝑒−𝑥 (8) 

 

the function of hyperbolic tangent, tanh (x) is stated in (9). 

 

𝑡𝑎𝑛ℎ (𝑥)  =  
𝑒𝑥− 𝑒−𝑥

𝑒𝑥+ 𝑒−𝑥 (9) 

 

The LSTM model used in this research is modified to accommodate the data so the model can 

produce better results. The modified LSTM consists of three LSTMs (stacked LSTMs) with a drop-out layer 

after each LSTM layer to construct the model is not over-fitted. We applied a sigmoid dense activation layer, 

binary cross entropy (BCE) loss function for binary classification, and Adam as its optimization algorithm. 

 

2.7.  Adam optimizer 

Based on the history of gradients, AdaGrad is an adaptive optimizer that modifies the learning rate 

for each weight. The learning rate is divided by the running total of the gradients’ previous squares. which 

has the effect of reducing the learning rate for frequently occurring weights. Adam is a hybrid that 

incorporates both RMSprop and AdaGrad. By modifying the initial and final moments of the gradients, it 

takes into account the learning rate for every weight. Because of its effectiveness and user-friendliness, it 

ranks among the most used optimizers in deep learning. The problem type, neural network design, and 

available computing resources all play a role in selecting an optimizer method. Finding the optimal optimizer 

for a certain problem often requires some trial and error with several tools. Finding the global minimum 

value of the convergence of the loss function is possible with the help of the optimizer in a neural network. 

To a large extent, the optimizer contributes to the improvement of the model's correctness by decreasing the 

error value with each cycle [43]. Taking the actual value and dividing it by the projected value gives the 

model's error value. The collected error values will be used to update the model’s parameters and weights. 

These parameters and weights are updated using the back-propagation process. 

Several flexible measuring techniques exist, including the Adam method. A stochastic optimization 

algorithm with a first-order gradient in memory and a high efficiency is Adam. The optimization algorithm 

Adam was developed by using two optimization algorithms, AdaGrad, sparse gradients and RMSprop, which 

have superior performance when analysing non-stationary data. To update weight of Adam's optimizer will 

be available in (10) and (11), respectively [44]. 

 

𝑣𝑡 = 𝛽1 ∗ 𝑣𝑡−1 − (1 − 𝛽1) ∗ 𝑔𝑡 (10) 

 

𝑠𝑡 = 𝛽2 ∗ 𝑠𝑡−1 − (1 − 𝛽2) ∗ 𝑔𝑡2 (11) 

 

𝑤𝑛𝑒𝑤 = 𝑤𝑜𝑙𝑑−∝ 𝑣𝑠𝑡 +∗ 𝑔𝑡 (12) 

 

vt : gradient’s exponential moving average 

st : square gradient moving at an exponential rate hyper-parameter in RMSprop 

gt : gradient at the th time-step 

𝑤𝑜𝑙𝑑 : weight of the previous learning rate 

 

2.8.  Binary cross entropy function 

The deep learning method requires the LSTM algorithm to regulate the error of the classifier model. 

BCE is used as a loss function to continuously monitor the condition. The weights are updated using the 

function to decrease the error rate and optimize the classifier model during the training phase. The BCE class 

encodes the output into two binary classes, “hypertension risk” or “normal,” which are the target classes used 

in this study. Using BCE on each output individually does not necessarily mean that each state may fall under 

more than one class. Instead, it means that each output is treated as a separate binary classifier problem, 

where the class value is either 0 or 1 for each output. This approach is often used in multi-label classification 

problems, where a single input may belong to multiple classes. In this case, the model outputs a probability 

distribution over all possible classes for each input, and the BCE loss is calculated independently for  

each output. 

To calculate the BCE loss for a multi-label classification problem, we first convert the true labels 

into a binary matrix, where each column is a potential class, and each row represents an input. If a class 
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applies to the input, the appropriate matrix entry is set to 1; otherwise, it is set to 0. We then compare this 

binary matrix with the predicted probability distribution using the BCE loss function, which is calculated 

independently for each output [45]. The BCE calculates the discrepancy between the class 1 prediction’s true 

and projected probability distributions. The BCE is defined in (13): 

 

𝐵𝐶𝐸 = −(𝑦 × log(𝑝)) + (1 − 𝑦) × 𝑙𝑜𝑔(1 − 𝑝) (13) 

 

where y is the true label (either 0 or 1), p is the predicted probability for class 1, and log is the natural 

logarithm. When the predicted probability is close to the true label (either 0 or 1), the BCE value will be 

close to zero, indicating a better model performance. The BCE is used as a measure of error to be minimized 

during the training of the neural network. 

 

2.9.  Performance evaluation 

In addition to precision, recall, and F1-score, accuracy is another common metric used to evaluate 

the performance of a classification model. Here’s how to calculate accuracy, precision, recall, and F1-score 

for hypertension risk prediction. The percentage of correctly categorized persons in the dataset (i.e., the sum 

of true positives and true negatives) is known as accuracy in (14). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
 (14) 

 

Where FN, FP, TN, TP, and FN represent the number of false negatives, false positives, true 

negatives, false negative, and respectively. False positives are thought to be at high risk for developing 

hypertension but do not actually do so (individuals who are predicted to be at low risk for hypertension). 

Precision is the percentage of people who are correctly identified as being at high risk for developing 

hypertension out of all those who are projected to be at high risk as shown in (15). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 (15) 

 

The next step is to determine the percentage of results that are accurate positives. They are 

anticipated to have high blood pressure. The practice of making this prediction among all individuals who 

already have high blood pressure is called recall in (16). 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 (16) 

 

The F1-score is the harmonic means of accuracy and recall and gives a balanced assessment of the 

two metrics. It is derived by dividing precision by recall. In (17) expresses the measurement in general 

prediction: 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙)
 (17) 

 

these metrics are evaluated together to comprehensively know well the hypertension risk prediction model 

performs. Different thresholds for risk prediction may lead to different values of these metrics. The choice of 

threshold should be based on the specific application and goals of the model. 

 

 

3. RESULTS AND DISCUSSION 

The performance measures (recall, precision, and F1-score) are evaluated to represent machine 

learning, including KNN, NB, SVM, DT, and the modified LSTM. The performance results for all 

algorithms are shown in Figure 3. In Figure 3, the SVM has a high recall but a low accuracy and F1-score. 

This algorithm tries to make the space between classes as big as possible so that there is a clear line between 

them. In some cases, trying to get a clear range could cause more false positives (FP), which would make the 

accuracy worse. High recall means that the model is good at catching a lot of real positive cases, but it may 

do this by including a lot of fake positives as well. Because of this, the precision goes down, which 

influences the F1-score because it takes both accuracy and recall into account. It may cause of imbalanced 

dataset distribution. In general, LSTM is high performance in all measurements. 
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Figure 3. Performance comparison of KNN, SVM, NB, DT, and LSTM 

 

 

Then, when compared for all algorithms, the accuracy rate of LSTM is dominant to the other 

algorithms. In general, the accuracy of the proposed method was achieved more than 0.8 in all random states. 

The NB algorithm achieved the lowest accuracy rate, almost less than 0.7 in all random states, as shown in 

Figure 4. Furthermore, the low performance rate is caused by misclassification in determining the actual 

class. It can be found by calculating FP and false negative (FN). The higher both values, the lower the 

performance. The proposed method, LSTM, is stable and low for the FP and FN values as shown in  

Figures 5 and 6, respectively. 
 

 

 
 

Figure 4. Accuracy comparison of LSTM to the conventional machine learning algorithm 
 

 

 
 

Figure 5. The FP comparison of LSTM to machine learning algorithm 
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Figure 6. The FN comparison of LSTM to machine learning algorithm 

 

 

As can be seen in Figure 7, the training data set for the LSTM approach was generated as a decent 

classifier model at an epoch that was higher than the 350th. When it got to this point, the performance result 

was good. It indicates that the approach can make accurate predictions. 

 

 

 
 

Figure 7. The loss function of LSTM 

 

 

However, the weakness of the modified LSTM method is computational time as shown in Figure 8. 

It required high computation to construct a classifier model using training data compared to the other 

algorithms as illustrated in Figure 8(a). In the first random state, the computational time of the proposed 

method is required until 35.24 s as required in training data, even though the next state is required to 

gradually reduce computational time until below 5 s as shown in Figures 8(b). 

Hypertension is a disease that has a high prevalence in the world causing death. This disease also 

affects the performance of other organs including the cardiovascular system. Various attempts have been 

made to treat this disease, ranging from the classical method based on blood pressure or the 

electrocardiogram (ECG) and a photoplethysmography (PPG) signals measurement from patients [27]. 

However, both types of measurement are healing efforts. Furthermore, many studies on genomic as one of 

hypertension risk factors [22]. Therefore, this study proposes a method of preventing hypertension through 

early prediction based on a genomic approach through differences of SNP. Research on hypertension 

prediction using the whole SNPs genome using a machine learning method needs to be implemented as a 

feature selection method [1]. Since the limited SNP data provided without any information, which one the 
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significant feature, then this study proposed, the deep learning method, LSTM algorithm. Using several 

related SNPs is proposed as a data set for the learning process to construct an LSTM classification model 

with a BCE. The loss functions are used to determine the amount that a model should try to minimize during 

training using 32 units of hidden layers, and 0.2 drop-out rate. This function is used in relation to determine 

two types of output variable values, namely at risk of hypertension or not (normal) [27]. 

 

 

  

(a) (b) 

 

Figure 8. Computational time comparison of (a) LSTM to machine learning algorithm and  

(b) training and testing data in LSTM 

 

 

The LSTM model with Adam optimizer achieved a significantly better result compared to sigmoid 

SGD optimizer and the other machine learning methods such as NB, KNN, SVM, and DT. The LSTM’s 

result is stable across multiple epochs/random state compared to other methods that have high accuracy in 

one random state and very low accuracy in other random state. Based on the experimental results, the 

proposed method has a stable high-performance value compared to classical machine learning methods as 

shown in Table 2. The performance of recall, precision, accuracy, and F1-score on average of ten times 

examination randomly are 0.96, 0.88, 0.89, and 0.92 respectively. In general, the LSTM with Adam 

optimizer achieved is dominant for result performance. 

 

 

Table 2. Performance of evaluation result 
Algorithm Recall Precision Accuracy F1-score 

KNN 0.85 0.78 0.74 0.81 

SVM 1.00 0.81 0.84 0.89 

NB 0.72 0.69 0.60 0.70 
DT 0.90 0.92 0.89 0.91 

LSTM-Adam optimizer 0.96 0.88 0.89 0.92 

LSTM-SGD optimizer 1.00 0.66 0.66 0.79 

 

 

4. CONCLUSION 

Predicting hypertension risk using LSTM method with Adam optimizer achieved high performance, 

especially for recall, and F1-score, on average of 0.96 and 0.92 respectively. The NB has the lowest 

performance. However, for modelling LSTM classification is required high computational time. Therefore,  

it is necessary to develop the tuning parameter and topology of network in LSTM to reduce the epoch of 

computational time during the classifier model using training data. 
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