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 The article develops methods to solve a fundamental problem in computer 

vision: image recognition of visual objects. The results of the research on the 

construction of modifications for the space of classification features based on 

the application of the transformation of the structural description through the 

decomposition in the orthogonal basis and the implementation of the distance 

matrix model between the components of the description are presented. The 

application of the system of orthogonal functions as an apparatus for the 

transformation of the description showed the possibility of a significant gain 

in the speed of processing while maintaining high indicators of classification 

accuracy and interference resistance. The synthesized feature systems’ 

effectiveness has been confirmed in terms of a significant increase in the rate 

of codes and a sufficient level of efficiency. An experimental example showed 

that the time spent calculating the relevance of descriptions according to their 

modified presentation is more than ten times shorter than for traditional metric 

approaches. The developed classification features can be used in applied tasks 

where the time of visual objects’ identification is critical. 
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1. INTRODUCTION 

The formation of a productive feature system to ensure effective image recognition in computer vision 

is a key task of data science and big data [1]–[5]. The priority direction of the latest research is the study of the 

nature of the analyzed data to establish existing or hidden regularities in their composition [4], [6], and 

implement the acquired knowledge into the process of recognition [7]–[11]. The presentation of the description 

in multi-valued spaces, especially through its transformation [9], [10], [12]–[16], makes it possible to focus on 

significant classification properties of the data, which will provide a sufficient level of efficiency in the applied 

aspect. The description is a reflection of objective reality–an image signal reflected in the parameters of the 

new space. 

Traditional methods are being improved. These methods use projection values to look at input data in 

the space of orthogonal functions and use those values as features for recognition [6], [7]. These methods have 

a strict formal justification, and they can universally process any data. The effectiveness of these methods 

depends on the degree of distributability of the selected system functions about the analyzed data [12], [17]–[20]. 

When processing orthogonal systems about a given base of image descriptions, it is possible to slightly reduce 

the full set of decomposition elements to create a limited subset that meets the needs of the productive 

classification. In this case, in proportion to the degree of reduction, there is a possibility of achieving a 

https://creativecommons.org/licenses/by-sa/4.0/
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significant reduction in computing costs [21]. When applying the decomposition apparatus, the basic set for 

designing descriptions is already set, so it does not need to be formed in the learning process. Here, the learning 

technology can contribute both to direct adaptation to the etalon base and to the formation of an effective 

subset, which makes it possible to perform an effective analysis in a limited period [5], [7], [13], [15], [22]. 

Structured methods of classification use a limited set of vectors to describe the key points in an image 

to show what the object looks like [23]–[26]. Methods using descriptors of the keypoints are physically based 

on information and features of the image itself. The use of descriptions in the form of a binary descriptors’ set 

is particularly effective for embedded systems: unmanned aerial vehicles, mobile devices, and robotic and 

satellite systems [26]–[28]. The value of the relevance measure for a pair of image descriptions is estimated as 

the proximity or distance between two sets of vectors of approximately the same power [5], [10], [13]. The 

basis for determining such a measure is the distance matrix, which contains the value of the metric between all 

pairs of elements of two sets according to the “one-to-one” rule. The relevance of sets based on the principle 

of voting is also calculated using the distance matrix [2], [14], [18]. The distance matrix refers to the structural 

metric data models; it is derived from the set of values of the analyzed data, and it contains more meaningful 

classification information about the differences between data sets than the direct values of the elements of these 

sets. Statistics of distances, even within one set (description), significantly reflect the properties of the data, 

and they can independently be the basis for classification. 

Computer vision system researchers are putting more and more effort into creating new image 

classification methods that can be used in real life [1], [9], [29], [30]. We can add recognition by a set of 

descriptors of keypoints [5], [8], [10], [13] to the list of methods that work well when there are geometric 

changes and disturbances. The implementation of this device ensures invariance to geometric transformations 

of images, high speed of data analysis, and decent results. These methods, compared to neural networks, do 

not require long-term training as they extract feature information directly from the image. The possibility to 

implement training procedures, including those with a teacher, in such classifiers, where detailed descriptions 

of classes are considered, also contributes to further improvement of their indicators. An example of an 

effective solution to the problem of plant disease classification in agriculture is a hybrid approach based on 

deep learning methods [31], [32]. 

Because image signals are multidimensional and spread out in space, along with a well-defined set of 

features, many statistical methods [2], [8], [10], [33] and methods for analyzing spatial data have become 

popular. These methods make processing much easier [3], [4], [7], [15]. These methods include the 

decomposition of data in orthogonal space [2], [9], [12], [17], and the use of the distance matrix model [2], [4], 

[14], [34]. One of the directions to develop structural methods is the transformation of the existing features’ 

system (a set of descriptors) by creating a modified space with the necessary classification features. Such 

structural description transformations as a hierarchical representation [35], cluster representation [15], division 

of descriptors into groups by distance to the medoid [13], spatial analysis of the system of non-intersecting 

fragments [8], [33], and application of distributions for description components are offered and successfully 

implemented in the classification problem [10]. Such transformations not only speed up the operation of the 

classifier but also ensure a sufficient level of accuracy. High-speed methods [3], [5], [18] based on the 

presentation of descriptions by “centers” of data have been developed, but their effectiveness may not be 

sufficient, as it largely depends on the coordination of the method of selecting centers and the content of the data. 

Gorokhovatsky et al. [14] proposes the use of a distance matrix on a set of classes as a criterion for 

the quality of the classification. The result is a model for finding the best threshold to see that the parts of the 

description are the same, which is a solution to the two-criteria optimization problem. The 0.32 threshold that 

was found through experiments is the lowest level of aggregated quality for speeded up robust features (SURF) 

descriptors with 64 dimensions. Metric relations between elements within a structural description can be a 

source for constructing final features. The matrix of distances between description components is a component 

of clustering procedures in the space of features, with further construction of a classifier model within the 

framework of the “bag of words” technology [2], [4], [15]. The use of the matrix of pairwise distances in the 

tasks of visualization of multidimensional objects based on Kohonen maps is known in information retrieval 

systems [2], [3] when assessing the classification results [14]. The distance matrix tool can be implemented on 

a set of image classes that meet the criteria of the inaccuracy matrix [2]. 

A variant of the effective presentation can be related to the transformation of the image in orthogonal 

space. Application of the system of Walsh functions and transformations related to them [12], [17] is of 

practical interest due to its simple software and hardware implementation. The implementation of piecewise 

constant Walsh basis functions is characterized by insignificant computational costs since it is not related to 

multiplication operations and it is implemented in the space of integers. The obtained set of integer feature 

vectors is a solid basis for building a classifier. Description components have characteristics, the most 

important of which are informativeness and metric relationships within classes. The value of these parameters 

is evaluated with the help of special criteria both at the training stage and according to the measurement result. 
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Based on this, the description can be reduced to speed up the classification process [14], [34]. We conclude that 

the conceptual decomposition of the component descriptors’ set and the formalism of the distance matrix for the 

composition of class descriptions can be the sources for building a new effective system of classification features. 

It is proposed to study the possibility and effectiveness of their application in structural classification models. 

The purpose of the work is to develop structural methods of image classification in the aspect of 

constructing new spaces for classification features. The transformation of the description into a set of 

descriptors by implementing the component decomposition apparatus based on the system of orthogonal 

functions and based on the values of the distance matrix for the elements of the description causes a reduction 

in computational costs in the analysis of numerous sets of multidimensional components. The tasks of the 

research consist of implementing orthogonal decomposition of the etalon and input images, using the distance 

matrix apparatus to obtain integral characteristics of the description, constructing a metric classifier in the 

transformed space of features, and studying the effectiveness of the developed classifiers’ modifications 

(performance, speed, immunity) using simulation modeling. 

 

 

2. METHOD 

2.1.  Scheme of space modification features 

In the space of structural features, the image description 𝑍 = {𝑧𝑖}𝑖=1
𝑠  is a finite set of 𝑠 vectors 𝑍𝑖, 

 𝑠 = 𝑐𝑎𝑟𝑑 𝑍, 𝑧𝑖 ∈ 𝐵
𝑛, 𝑧𝑖 = {𝑧𝑖,𝑗}𝑗=1

𝑛 , 𝐵𝑛 – vector space of n  dimension with binary components {0,1} [5], [8].  

We consider the descriptor of the image keypoints as a point of 𝑛 -dimensional discrete signal. We will interpret 

the transformation of 𝑍 description as a mapping 𝐵𝑛 → 𝑅, where 𝑅 is the newly created space of the classification 

features. The scheme of R  implementation is presented in Figure 1. 

 

 

 
 

Figure 1. Scheme of description transformation application 

 

 

The article studies two approaches to the modification of the feature space: orthogonal decomposition 

and representation in the form of a distance matrix between the components of the description. The formation 

of a new space is studied in terms of the application of a modified description in the classification problem. 

 

2.2.  Presentation of the description in the orthogonal basis and classification 

In any finite vector space there is at least one orthogonal system of vectors 𝑊 = {{𝑤𝑗,𝑏}𝑗=1
𝑛 }𝑏=1

𝑛 , so that 

any vector 𝑧 ∈ 𝐵𝑛, 𝑧 = {𝑧𝑏}𝑏=1
𝑛  can be represented in it by a tuple 𝛼 = {𝛼𝑗}𝑗=1

𝑛 , as shown in (1). 

 

𝛼𝑗 = (𝑧 ⋅ 𝑤𝑗) = ∑ 𝑧𝑏𝑤𝑗,𝑏
𝑛
𝑏=1 . (1) 

 

Coefficient (1) is defined as the scalar product of 𝑧 vector on 𝑤𝑗  vector of the orthogonal system [7], 

[12], [17], [36]. 𝛼𝑗 parameters are the vector’s coordinators in 𝑊 basis. For each 𝑧𝑖 ∈ 𝑍 we have the value of the 

expansion vector 𝛼𝑖. It follows from the introduction of the vector space model to classification that any descriptor 

𝑧𝑖 ∈ 𝑍 of an image illustrated can be inversely presented in a single way as a linear combination of basis vectors, 

and the selected basis constitutes exact 𝑛 vectors, i.e. 

 

𝑧𝑖 = (𝛼𝑖 ⋅ 𝑤𝑗) = ∑ 𝛼𝑖,𝑏𝑤𝑗,𝑏
𝑛
𝑏=1 . (2) 

 

Note that in n -dimensional space of vectors theoretically there is a set of different orthogonal bases [36]. 

Considering the fact that the Walsh functions formally take the value {1,-1} and do not directly enter the space 

𝐵𝑛, reconstruction (1) actually reflects the transformation 𝐵𝑛 → 𝐶𝑛 into space 𝐶𝑛 vectors with integer 

components. Just at the same time space 𝐵𝑛 ⊂ 𝐶𝑛 is subspace for 𝐶𝑛 space, therefore, it can be assumed that the 

transformations (1), (2) are carried out in 𝐶𝑛 space. The normalization coefficient for the Walsh functions to the 

orthonormal system, which provides the inverse of the transformations (1), (2), is a constant for 𝑛, so it can be 

ignored when calculating the features. 
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As a result of the usage of component-wise transformation 𝑧𝑖 → 𝛼𝑖 description 𝑍 will look as  

𝛼(𝑍) = {𝛼𝑖}𝑖=1
𝑠 , i.e. keypoints descriptors’ set {𝑍𝑖}𝑖=1

𝑠 , 𝑧𝑖 ∈ 𝐵
𝑛  is transformed into a set of {𝛼𝑖}𝑖=1

𝑠 , 𝛼𝑖 ∈ 𝐶
𝑛, of 

the same size and number. The problem arises about the effectiveness of such a transformation in the 

implementation of classification. Transformations (1), (2) can be written in vector form using the Hadamard 

matrix 𝐴 [12]. The complete set of Walsh functions of 𝑛 dimension forms an orthogonal Hadamard matrix A  in 

size of 𝑛 × 𝑛, which consists of vectors of 𝑛 Walsh functions vectors 𝑊1, . . . ,𝑊𝑛. We apply the decomposition 

of the description in the basis of a family of rectangular basis functions-discrete Walsh functions, which are 

vectors of integers (value +1,-1) of finite dimension (power of two). 

We regard description 𝑍 as the rectangular matrix 𝑍 = {𝑧𝑖,𝑗}, 𝑖 = 1, 𝑠, 𝑗 = 1, 𝑛 in size of 𝑠 × 𝑛, whose 

rows contain 𝑠 descriptors. Transformation 𝑍 can be given as the multiplication of rectangular and square 

matrices by (3). 

 

𝑈 = 𝑍 × 𝐴. (3) 

 

As a result of (3), we get a rectangular matrix 𝑈 = {𝑢𝑖,𝑗}, 𝑖 = 1, 𝑠, 𝑗 = 1, 𝑛 in size of 𝑠 × 𝑛, the rows 

of which contain expansion vectors 𝛼 for 𝑍 description descriptors. Taking into account that in our research 

the set of Walsh functions is considered and applied in full, we will not analyze the variety of ways to arrange 

Walsh functions systems (Walsh, Hadamard, Peli, and Trachtman), each of which has a number of its own 

properties and corresponding areas of application [17]. Traditionally, classification consists of establishing the 

degree of relevance 𝛩(𝑍, 𝐸𝑘) between the description {𝑍𝑖}𝑖=1
𝑠  of the analyzed image and the components 𝐸𝑘 =

{𝑒𝑖(𝑘)}𝑖=1
𝑠  of the database 𝐸 = {𝐸𝑘}𝑘=1

𝑁  etalon descriptions [5], [9], [13]. The class 𝑚 of the object is 

determined according to the extremum of the function 𝛩(𝑍, 𝐸𝑘) as shown in (4). 

 

𝑚 = 𝑎𝑟𝑔   𝑒𝑥𝑡𝑟
𝑘=1,...,𝑁

 𝛩(𝑍, 𝐸𝑘). (4) 

 

After the transformation, the classification process will be based on the definition of the modified 

relevance measure 𝛩𝛼(𝛼(𝑍), 𝛼(𝐸𝑘)) for transformed descriptions 𝛼(𝑍) and 𝛼(𝐸𝑘) in a new feature space. Each 

of the transformed descriptions is a set of vectors with 𝐶𝑛 components. Seeing the available possibility of data 

reduction in the newly created space, we will also have in mind some reduced space 𝐶𝛼, obtained from 𝐶𝑛 by 

reducing the number of applied Walsh functions to 𝑞 << 𝑛. Paying attention to the limited range of values of 

the input signal and the controlled transformation in the space of integers, when building a classifier, it is 

possible to accurately estimate the range of values of functions 𝛩, 𝛩𝛼  and use this knowledge for the 

classification. 

One of the options either 𝛩 or 𝛩𝛼  is metric for sets of vectors. This can be the Tanimoto (Jacquard) 

distance for sets 𝐴,  𝐵, which contains the ratio of the number of elements of a symmetric difference and the 

union of sets [2] by (5). 

 

𝑇(𝐴,  𝐵) =
𝑐𝑎𝑟𝑑(𝐴𝛥𝐵)

𝑐𝑎𝑟𝑑(𝐴∪𝐵)
. (5) 

 

Measure (5) reflects the quantitative characteristics of equivalent and different elements of the 

compared sets. When applying the metric (5), its limited value is important, for which the elements of the 

vector space are considered equivalent [2], [14]. This problem is one of the key ones in multidimensional data 

spaces. The choice of the equivalence threshold significantly affects the classification result. We offer two 

ways to solve it. One of them determines the limit value as shown in (6). 

 

),,(),( maxlim baba    (6) 

 

as percentage 𝛼 of the theoretically determined maximum of the metric. For example, for Hamming metric, which 

for vectors in size of 256 bits varies in the interval [0, 256], with a percentage of 𝛼 = 25% it is possible to 

determine 𝜌𝑙𝑖𝑚(𝑎, 𝑏) = 0.25 × 256 = 64. The method of obtaining 𝜌𝑙𝑖𝑚(𝑎, 𝑏) is more practical according to the 

result of the analysis of applied experimental data, where 𝜌𝑚𝑎𝑥 is calculated for a set of etalons. Calculation time 

𝜌𝑚𝑎𝑥 does not affect the costs for classification and it is carried out at the previous stage of data analysis. 

We will evaluate the performance of the classification method by the accuracy indicator 𝑝𝑟, which is 

calculated by the ratio of the number of correctly classified objects 𝑟𝑝 to the total number 𝑟 that was used in 

the experiment [2]. 
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𝑝𝑟 = 𝑟𝑝/𝑟. (7) 

 

Immunity is also an important indicator of the effectiveness of image recognition methods. It is 

characterized by the value of the accuracy of classification in the conditions of interference [1], [9], [18]. If the 

effect of additive interference on the image 𝐵(𝑥, 𝑦) is described by the model 𝐵𝜉(𝑥, 𝑦) = 𝐵(𝑥, 𝑦) + 𝜉(𝑥, 𝑦), 

and the interference 𝜉(𝑥, 𝑦) is characterized by the root mean square deviation   with zero mathematical 

expectation, then the signal-to-noise ratio is described as 𝜇 = 𝐵𝑚/𝜎, where 𝐵𝑚 – amplitude characteristic (for 

example, the average brightness value). An indicator of immunity is dependence 𝑝𝑟(𝜇) for the developed method. 

 

2.3.  Reduction in modified space 

Considering the fact that the definition of the transformed feature system is based on the integration 

process of decomposition of the input description data according to the orthogonal spectrum, in space 𝐶𝑛 there 

is a possibility of forming a compact presentation of 𝛼∗(𝑍) and 𝛼∗(𝐸𝑘) with a shortened volume of coefficients. 

Thus, the transformation to reduced space 𝐶𝑛 → 𝐶𝛼 is carried out. Reducing the dimensionality of the data 

space implements the promising idea of reducing the volume of calculations for 𝛩𝛼  by reducing the size of the 

feature vector and reducing the time of classification [6], [9], [12]. One of the traditional ways consists in 

selecting from among the set {𝛼𝑖}𝑖=1
𝑠  the most informative subset {𝛼𝑖}𝑖=1

𝑞
, 𝑞 << 𝑠, which at the same time 

provides a sufficiently high-quality classification. 

The same processing could be attempted to be done directly for the input set {𝑧𝑖}𝑖=1
𝑠  features, for 

example, according to the established informativeness criterion [37]. However, direct reduction can lead to a 

significant loss of information in proportion to the volume of the modified description. At the same time, the 

calculated projections {𝛼𝑖}𝑖=1
𝑠  not only have a multispectral sense of data but also contain integrated 

information to a greater extent due to the decomposition process (1) according to the system of basis functions; 

therefore, they can be successfully used as a basis for productive data reduction. 

Reduced subset {𝛼𝑖}𝑖=1
𝑞

 formation can be performed unconventionally by selecting a compact part 

among the functions of the system 𝑊, that is, using only a subset for classification 𝑊𝑞 from 𝑊, 𝑊𝑞 ⊂ 𝑊.  

In this case, there is no need to form a complete system of decomposition coefficients for both the input image 

and etalon set 𝐸. Such processing is popular in spectral methods, whereby filtering insignificant components 

of the spectrum due to some increase in the signal recovery error, the redundancy of the representation is 

reduced and the vector of the processed data is shortened [6], [17]. At the same time, the performance indicators 

of the systems decrease slightly. 

If the filtering procedure succeeds in selecting a highly informative part of the spectrum that ensures 

high-quality classification, then it is possible to significantly reduce the computational costs of classification 

while ensuring the required level of effectiveness. The subset of the most informative part of the spectrum of 

Walsh functions obtained as a result of sequestration is the result of training on a given set of classes; its 

formation directly depends on the analyzed data space and is adapted to it. For other variants of etalon data 

collections, the subset of the spectrum components may have a completely different composition. Set the 

problem by transforming it into a new space based on mapping 𝑇:  𝛼(𝑍) → 𝛼∗(𝑍), or actually 𝑇:  𝑊 → 𝑊𝑞, 

due to the application of orthogonal decomposition according to a compact system 𝑊𝑞 of Walsh functions to 

form shortened descriptions 𝛼∗(𝑍) and 𝛼∗(𝐸𝑘), which provide sufficient indicators of the classification 

effectiveness. Such a reflection 𝑇 = 𝑇(𝐸,  𝑊) is a function both 𝐸 and a composition of the orthogonal system 

of functions 𝑊. 

Due to the presence of significant correlations between the elements of the image of real nature, which 

finds its reproduction in the descriptors of the keypoints, the main energy in the discrete spectrum tends to be 

concentrated in a relatively small number of samples corresponding to slowly oscillating basis functions. 

Therefore, without significant damage to image restoration or classification, small spectral coefficients can be 

completely zeroed (or their analysis discarded), and significant spectrum elements can be used in the recognition 

process [17]. Dispersion analysis of orthogonal transformation coefficients is currently the main tool to evaluate 

their significance in the signal representation model (1) since the root mean square error of recovery depends on 

dispersion characteristics [17], [18]. Therefore, dispersion is a natural criterion for choosing a set of significant 

expansion coefficients. Analyze the curve of normalized variances depending on the number of the Walsh 

function, placed in descending order, and introduce a subset of the largest coefficients into the classification. 

The application of the proposed apparatus in the classification task, where image descriptions are 

provided by a set of descriptors, has its features and possibilities [19]. The fact is that the coefficients with the 

largest variances do not always provide the required level of image resolution. The second factor is the 

possibility of performing dispersion analysis of data both within the full base of etalons and within individual 

representatives of it, which can affect the efficiency. An additional possibility is a dispersion analysis for the 

system of fragments of descriptive description, which implements window processing [12]. 
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For sets 𝐸 descriptions of etalons, we get matrix (3) in size of 𝑁𝑠 × 𝑛, calculate for each column of 

the matrix 𝑈 vectors of mathematical expectation 𝑀𝑢𝑖 and variance 𝜎𝑖
2. 

 

𝑀𝑢𝑖 =
1

𝑁𝑠
∑ 𝑢𝑖,𝑗
𝑁𝑠
𝑗=1 , 𝜎𝑖

2 =
1

𝑁𝑠−1
∑ (𝑢𝑖,𝑗 −𝑀𝑢𝑖)

2𝑁𝑠
𝑗=1 , (8) 

 

when determining indicators (8) for a separate etalon, we accept 𝑁 = 1. Rank the list of Walsh functions iw  

by the value of the variance 𝜎𝑖
2 for spectrum components: 𝑤1, 𝑤2, . . . , 𝑤𝑛, so that the condition 𝜎1

2 ≥ 𝜎2
2 ≥. . . ≥ 𝜎𝑛

2 

to be met. Use the resulting list as the basis of the reduction procedure. 

 

2.4.  Formalism of the distance matrix for a set of descriptors 

Accept 𝐴 = {𝑎𝑖}𝑖=1
𝑠 , 𝐵 = {𝑏𝑗}𝑗=1

𝑠  are two finite sets 𝑛 -dimensional vectors with equivalent power 𝑠, 

𝐴 ⊂ 𝑅𝑛, 𝐵 ⊂ 𝑅𝑛, 𝑐𝑎𝑟𝑑 𝐴 = 𝑠, 𝑐𝑎𝑟𝑑 𝐵 = 𝑠, 𝑅𝑛 is the space of numerical vectors of dimension 𝑛. The choice 

of equal power somewhat simplifies the analysis of sets and can be achieved by directed adjustment of their 

power. Sets 𝐴,  𝐵 of descriptors of the keypoints for images are in practice classified as multisets, as they often 

contain close and even equivalent elements [5], [13]. 

Consider the formalism of the distance matrix 𝑀 in size of 𝑠 × 𝑠 for the composition of elements of 

two sets 𝐴,  𝐵. 
 

𝑀[𝐴, 𝐵] = {{𝑚𝑖,𝑗}𝑖=1
𝑠 }𝑗=1

𝑠 , 𝑚𝑖,𝑗 = 𝜌(𝑎𝑖 , 𝑏𝑗), (9) 
 

where 𝜌(𝑎𝑖 , 𝑏𝑗) – the distance in space 𝑅𝑛, 𝑎𝑖 ∈ 𝐴, 𝑏𝑗 ∈ 𝐵. For binary vectors as 𝜌 the computationally efficient 

Hamming distance [2] can be applied. Formalism (9) specifies a metric relation 𝛺 for elements of a pair of sets: 

𝛺[𝐴, 𝐵] → 𝑀, where each pair of elements 𝑎𝑖 ∈ 𝐴, 𝑏𝑗 ∈ 𝐵 is assigned a value of 𝜌. As we know, the distance 

between objects is directly related to the probability of their equivalence in the metric-statistical theory of 

image classification [7], [27]. 

Each 𝑖 -row of the matrix 𝑀 corresponds to 𝑖 -component of the description and contains a set of 

distances from 𝑖 -element of the set 𝐴 to elements from 𝐵. Given the symmetry property for the metric 

𝜌(𝑎𝑖 , 𝑏𝑗) = 𝜌(𝑏𝑗 , 𝑎𝑖), the square matrix 𝑀 is symmetric. However, in the classification problem, one of the sets 

is considered an etalon (for example, 𝐴); therefore, it is advisable to analyze rows or columns 𝑀 [34]. A special 

case for 𝑀 is the relationship 𝛺[𝐴, 𝐴], when the sets match. Then the matrix 𝑀 will display the range of distance 

values for the elements of the set 𝐴, which can also be a significant feature for classification. An important 

distinction for classification is that the matrix 𝑀 preserves invariance to geometric transformations of the 

image. This property directly follows from the invariance of descriptor values. If the value of the descriptor is 

preserved during geometric transformations, then the distances between the descriptors also do not change. It 

is clear that in real conditions both the invariance of the descriptors and the invariance of the distance matrix 

are fixed and verified approximately. 

Based on the distance matrix 𝑀 with the introduction of limit values for the metric for the equivalence 

of two vectors, such experimental results of operations on sets as intersection, union, difference, and symmetric 

difference can be determined [1], [7], [36]. The power of the sets obtained as a result of these actions is also a 

classification feature. If the elements 𝑎𝑖 , 𝑏𝑗 in the sample aspect are considered equivalent (𝑎𝑖 ≈ 𝑏𝑗) when 

fulfilling some boundary condition for the distance between them by (10). 

 

𝑎𝑖 ≈ 𝑏𝑗 | 𝜌(𝑎𝑖 , 𝑏𝑗) ≤ 𝛿𝜌, (10) 

 

where 𝛿𝜌–given limited value for 𝜌, then the intersection 𝐴 ∩  𝐵 can be defined as a set of elements 𝐴, for 

which in the corresponding row of the matrix 𝑀 at least one condition (10) is fulfilled. The determination of 

the intersection, difference, and union of vectors’ sets is required, for example, to calculate the value of the 

Tanimoto distance (5). 

One of the direct applications of the distance matrix apparatus consists in the reduction (selection) of 

the most effective elements of sets for classification based on the introduced criterion [2]. At the same time, 

the goal of shortening the description while maintaining the necessary effectiveness of the classification is 

realized. For binary vectors-descriptors of keypoints, according to research results, two vectors can be 

considered equivalent to each other within the hamming distance of 25% of the maximum distance. For 

example, for accelerated-KAZE (AKAZE) binary vectors [25] with 488 dimensions, two descriptors are 

considered equal if the Hamming distance for them does not exceed the value 𝛿𝜌 = 122. 

Consider some base from 𝑁 etalon images in the form of set 𝐸 descriptions: 𝐸 = {𝐸1, 𝐸2, . . . , 𝐸𝑁}. 
𝐸– this is an educational sample, which is at the same time the basis for classification by comparison with the 
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etalon [8]. Each etalon description 𝐸𝑘 ⊂ 𝐸 in the formalism of the classifier represents a separate class. 

Description of the etalon 𝐸𝑘 = {𝑒𝑣(𝑘)}𝑣=1
𝑠  – a finite set of keypoint descriptors, 𝑒𝑣(𝑘) ∈ 𝐵

𝑛, 𝑠 = 𝑐𝑎𝑟𝑑 𝐸𝑘 –

the number of descriptors in a set. Each descriptor 𝑒𝑣(𝑘) of the base E  has a parameter k  of the class number, 

and the total number of features-descriptors in the base set 𝐸 is 𝑐𝑎𝑟𝑑 𝐸 = 𝑠𝑁. 

Based on the values of the distance matrices 𝑀[𝐸𝑘 , 𝐸𝑘] and 𝑀[𝐸𝑘 , 𝐸𝑗], ∀𝑗 ≠ 𝑘 it is possible to 

determine the value of the informativeness criterion for the base elements E  and to effectively reduce etalon 

descriptions to reduce computing costs (classification time) [13], [27]. Descriptors with a low value of the 

criterion are filtered out as insignificant. Classification is based on a subset of informative description 

descriptors. Reduction is carried out at the stage of data preprocessing, and its implementation does not directly 

affect the time spent during classification. 

 

2.5.  Classification models based on the distance matrix 

The matrix of distances between the components of the description is a component of clustering 

procedures in the feature space with the further construction of a classifier model within the framework of the 

“bag-of-words” technology [2], [15], [35]. As a rule, clustering is carried out for set 𝐸, each etalon 𝐸𝑘 gets a 

modified description 𝐸𝑘 = (𝑑1, . . . , 𝑑𝑢)𝑘 in the form of a quantitative representation based on the system of u  

formed clusters. The classification is carried out by comparing the vector of the cluster representation of the 

object and etalons or by competitively assigning the elements of the description of the object to the cluster 

centers of the database 𝐸 [15]. 

The application of the distance matrix is the calculation of significant classification characteristics of 

the description. Such a parameter is the medoid of the set, which is used as a center of description in the 

classification task. A medoid is an element of the set with the smallest total distance to the rest of the  

elements [2], [13]. The value of the medoid and ranking elements by aggregated distance is included in the 

construction of modifications of classifiers based on a shortened description [13]. 

Medoid 𝑚𝑒𝑑 𝐴 for a set 𝐴 based on the matrix 𝑀[𝐴, 𝐴] is defined as the descriptor with the smallest 

value of the sum in the row (column) of the matrix as shown in (11). 
 

𝑧 = 𝑚𝑒𝑑 𝐴|𝑧 ∈ 𝐴, 𝑧 = 𝑎𝑟𝑔  𝑚𝑖𝑛
𝑖
∑ 𝑚𝑖,𝑗
𝑠
𝑗=1 . (11) 

 

The value of matrices 𝑀[𝐴, 𝐴], 𝑀[𝐴, 𝐵], 𝐵 ≠ 𝐴, 𝐵 ⊂ 𝐸 will be used as a basis for evaluating the 

effectiveness of the classification within the framework of the database 𝐸. This can be done using parameters 

such as classification accuracy concerning component composition. The accuracy of classification (7) is 

estimated by the ratio of the number of correctly identified components of the set 𝐴 to their number 𝑠. The fact 

that the classification is correct for 𝑧 ∈ 𝐸𝑘 is established by the predicate 𝑟𝑖𝑔ℎ𝑡(𝑧). 
 

𝑟𝑖𝑔ℎ𝑡(𝑧,𝑀) = 1|𝑧 ∈ 𝐸𝑘 , 𝑘 = 𝑎𝑟𝑔  𝑚𝑖𝑛
𝑖,𝑗
{𝑚𝑖,𝑗}𝑗=1

𝑁𝑠 , (12) 

 

i.e. if the minimum in the row of distance matrices for the etalon base 𝐸 is achieved for the etalon to which the 

analyzed descriptor belongs a priori. Based on this preliminary criterion analysis of the set of distance matrices 

𝑀[𝐸𝑘 , 𝐸𝑗], 𝑗, 𝑘 = 1, . . . , 𝑠 formally, it is possible to establish a guaranteed level of classification efficiency for 

any newly created system of features, without conducting detailed experimental research. Based on the distance 

matrix, the analysis of the etalon database may be the basis for the need to improve the selected system of 

features to ensure the desired level of performance. 

Consider a set of distance matrices for the etalon base. If images 𝑀[𝑍, 𝑍] of analyzed objects 𝑍 or 

etalon classes 𝐸𝑘 are set in the form of matrices 𝑀[𝐸𝑘 , 𝐸𝑘], 𝑘 = 1, 𝑠 then the degree of relevance for a pair of 

descriptions can be represented as establishing a new relation between metric relations displayed by matrices 

{𝑀[𝐸𝑘 , 𝐸𝑘]}𝑘=1
𝑁  and 𝑀[𝑍, 𝑍]. Such a relationship can be created based on statistics of values 𝑀[𝐸𝑘 , 𝐸𝑘], 

𝑘 = 1, 𝑠. It is known that the use of distributions instead of data values significantly reduces computational 

costs for the classification [8], [10], [18]. Considering the known range of the metric value, construct a 

histogram (distribution) for the matrix as the number of elements that take a fixed value 𝑥 distance. 
 

𝑞𝑘[𝑥] = 𝑐𝑎𝑟𝑑{𝑚𝑖,𝑗|𝑚𝑖,𝑗 = 𝑥}. (13) 
 

Now the classification can be carried out in the space of vectors with integer components, to which 

the values of the histograms 𝑞𝑘[𝑥] belong. Specifically, for the Hamming metric applied to binary descriptors 

in size of 512, we have the range of the histogram argument 𝑥 ∈ [0, . . . ,512]. We will carry out the 

classification based on the metric-statistical approach by calculating and optimizing on a set of etalons for the 

distance (for example, Manhattan distance) between the distributions of the object and the etalon by (14). 
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𝜌(𝑞𝑍[𝑥], 𝑞𝑘[𝑥]) = ∑ |𝑥  𝑞𝑍[𝑥] − 𝑞𝑘[𝑥]|, (14) 
 

where 𝑞𝑍[𝑥] – a histogram of distance matrix values for an object. 

Taking into account that the order of descriptors in the description changes during geometric 

transformations, the degree of relevance of two matrices can be established only by integral criteria, including 

distributions. In addition, the classification criterion can be, for example, a vector of sums 𝑟𝑗 = ∑ 𝑚𝑖,𝑗
𝑠
𝑖=1 ,  

𝑗 = 1, 𝑠 for the values of the columns (rows) of the matrix {{𝑚𝑖,𝑗}𝑖=1
𝑠 }𝑗=1

𝑠 , since its components retain their 

invariance until the order of the elements is changed [34].  

For a classifier based on elemental analysis of the description, for an arbitrary descriptor 𝑧 ∈ 𝑍 for an 

arbitrary object descriptor, we obtain a set of distance matrices for the complete set of etalons. 
 

𝑀(𝑧) =

{
 

 
𝑚1,1  …  𝑚1,𝑠

𝑚2,1  …  𝑚2,𝑠

    …
𝑚𝑁,1   …  𝑚𝑁,𝑠}

 

 
, (15) 

 

where the first index is the etalon number, and the second is the descriptor number as a part of the etalon. The 

list (15) can be the basis for building a classifier 𝐾, which refers to the parsed descriptor 𝑍 of one of the classes 

𝐾: 𝑧 → {1, . . . , 𝑁}. 
In general, a class 𝑘 for descriptor 𝑧 ∈ 𝑍, is defined as the argument of the optimum on the set of 

classes for the function 𝐹 of matrix argument (15). 
 

𝑘 = 𝑎𝑟𝑔   𝑜𝑝𝑡 𝐹
𝑖=1,...,𝑁

[𝑀(𝑧)] (16) 

 

the result is determined by the model 𝐹. In (16), the determination of the minimum or based on the entire list 

in size of 𝑁 × 𝑠 can be organized, or separately for each of the etalons (row) with the following definition of 

the winning class. 

Enter vector {ℎ𝑖}𝑖=1
𝑁  with integer values to accumulate class votes. Based on implementation K  for 

each descriptor 𝑧 ∈ 𝑍 according to (16), we determine the class number 𝑘, and then increment the battery  
ℎ𝑘 = ℎ𝑘 + 1 to the class number. According to the result of processing the description 𝑍 object, we accumulate 

a vector {ℎ𝑖}𝑖=1
𝑁 . Class 𝑍 is defined as the argument of the maximum number of votes by (17). 

 

𝑘 = 𝑎𝑟𝑔  𝑚𝑎𝑥 ℎ𝑖
𝑖=1,...,𝑁

||ℎ𝑘 ≥ 𝜎ℎ, (17) 

 

where 𝛿ℎ – threshold for the minimum number of votes, which is set experimentally for a given base. If the 

inequality in (17) does not hold, the class of the object is not established (refusal of the classification). 

 

 

3. RESULTS AND DISCUSSION 

To study the efficiency of the proposed classification methods (efficiency, speed, immunity), 

computer simulation was carried out. To research the method of classification based on features of orthogonal 

decomposition, a base of five images of football club emblems was selected. Images have a size of 325×325 

pixels (joint photographic experts group (JPEG) format, Figure 2). The etalon is located on a light background 

as shown in Figure 2(a). Using the Python programming system and the open source computer vision 

(OpenCV) library of computer vision algorithms [8], [23], [38], [39], 500 oriented FAST and rotated BRIEF 

(ORB) descriptors in size of 256-bit were generated for each image as shown in Figure 2(b). 
 

 

 
(a) 

 
(b) 

 

Figure 2. An example of (a) an etalon and (b) its image with coordinates of keypoints 
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The range of values of the received transformed data is fixed, which makes it possible to evaluate the 

classification indicators. The numbers of the first 16 sorted Walsh functions by the value of the square of the 

variance on the set of descriptors for the etalon base are as follows: 0, 45, 106, 208, 176, 10, 85, 77, 109, 80, 

209, 9, 3, 54, 72, 197. The computer time required to calculate the Tanimoto metric between the coefficients 

of the orthogonal representation was 29 s, and with the representation in the space of 16 selected Walsh 

functions–1.7 s, respectively. As we can see, the use of a reduced feature space reduces computational costs 

by 17 times. At the same time, both classifiers (traditional and modification) provide error-free classification 

for the training sample. 

Apply the Tanimoto metric for sets in the classifier for the transformed data space using a threshold 

𝜌𝑙𝑖𝑚 of 25% of the maximum metric value for etalon data descriptors. At the same time, the maximum value 

of the metric, which means the threshold 𝜌𝑙𝑖𝑚, depends on the implemented data space. The influence of 

additive noise on classification indicators was researched. Note that the Tanimoto distance between the etalon 

and the noisy etalon gradually increases with an increase in the noise level (decrease 𝜇), and this affects the 

classification accuracy. An experimental study of the interference resistance of the developed modifications of 

the classifier using the Tanimoto metric (5) and the selected threshold 𝜌𝑙𝑖𝑚 under the influence of additive 

noise showed that indicator 𝑝𝑟(𝜇) for the method with a full set of 256 Walsh functions, as well as for the 

method with a reduced representation of 16 Walsh functions, equals 1 (classification without errors) at 𝜇 ≥ 1.2 

and decreases to 0.9 at 𝜇 = 1.  

For the traditional method (without the application of the Walsh functions apparatus), the interference 

resistance indicator 𝑝𝑟(𝜇) is almost within the same limits. For the method with a reduced representation of 8 

Walsh functions, the value 𝑝𝑟(𝜇) decreases to 0.9 at 𝜇 = 1.2. We see that the developed method is not inferior 

to the traditional one in terms of interference resistance. In general, we have quite high noise immunity 

indicators for applied systems [27], as the proposed method works without errors even with a low signal-to-

noise ratio close to 1! At the same time, the time of classification in modified data spaces is reduced in 

proportion to the number of Walsh functions used. The experiment showed a reduction in time costs in 

comparison with the full set of 256 Walsh functions for 16 Walsh functions by 19 times, for 8 Walsh functions–
by 30 times as shown in Table 1. At the same time, the classification time for the traditional method by 

calculating the Tanimoto metric for descriptions without transformation is 12 times higher than for the 

modification of 16 Walsh functions. 

 

 

Table 1. Experimental estimation of classification time, s 
Method 256 Walsh functions 16 Walsh functions 8 Walsh functions Traditional 

Time 228 12 7.5 140 

 

 

To simulate the classifier using the distance matrix apparatus, the KAZE detector in the improved 

version of AKAZE, which forms descriptors of 488 bits [25], [34], was selected. The software was created 

based on the Java programming language and the OpenCV library of computer vision algorithms, 40 AKAZE 

descriptors of the machine learning database (MLDB) type were generated for each image, which makes it 

possible to change the size of the descriptor [25], [26]. The experiments were carried out for three classes of 

images of animals (horses) in size: 300×200 pixels as shown in Figure 3. An example of an image Figure 3(a) 

and selected coordinates of the keypoints is shown in Figure 3(b). 

Because the amount of data in the distance matrix depends on the number of generated keypoints, for 

modeling, the number of the keypoints 𝑠 = 40 in each of the three etalons was. The choice of the keypoints is 

a parameter that affects the classification result since usually different numbers of the keypoints are obtained 

for different etalons. Specifically, in the experiment, 40 points from each etalon were randomly taken. We 

constructed experimental distributions (13) of distance values separately for each of the etalons, which are 

shown in different colors in Figure 4 (the result for the first etalon is shown in Figure 4(a), for the second etalon 

in Figure 4(b), for the third etalon in Figure 4(с). As you can see, visually the distributions are quite different, 

although almost all their values are in the limited range of 0-320. The Manhattan distance (14) is: etalons  

(1-2) – 888, (1-3) – 1016, (2-3) – 988. Taking into account the fact that formally the range of distance change 

(14) is 0-3200 (2𝑠2), it can be argued that the integral features of distributions (13) can be implemented for 

classification since the difference between them for different etalons reaches 30% of the maximum possible. 

At the same time, the average distance within each of the descriptions has a value of 182, 190, 194.  

If we focus on these values, the relative weight of the obtained distances in percentage terms will be even more 

significant. 
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(a) 

 
(b) 

 

Figure 3. An example of (a) an image and (b) the coordinates of the generated keypoints 

 

 

 
(a) 

 
(b) 

 

 
(c) 

 

Figure 4. Histograms of values of distance matrices for (a) the first, (b) second, and (c) third etalons 

 

 

Now analyze the enlarged quantized representation for the etalon matrices in the interval system of 

the discrete ranges 0-50, 51-100, ..., 401-488, and get an effective reduced dimension of 10 for each of the 

distributions 𝑞𝑘[𝑥] (Figure 5). In Figure 5, the numbers on the X-axis indicate the rightmost boundary of the 

discrete range. The histograms in Figure 5 are obtained by counting the number of values within the range in 

Figure 4. In this quantized space, you can visually see a significant difference between the analyzed 

distributions within the range 100-300 and approximately the same values for the classes in the remaining 

ranges. This makes it possible to focus on the implementation of analysis and calculations only in a shortened 

range of distances of 100-300. We experimentally verified that this fact is also valid for other images, which 

expands the possibilities of simplification to speed up calculations in the classification process. 

In Figure 5 we see confirmation of the well-known fact of significant proximity to each other in the 

space of multidimensional vectors, which was noticed by researchers earlier [2]–[4]. In addition, in Figure 5, one 

can visually notice a significant difference in the description of image 3 from the others, while for images  

1 and 2, some proximity is observed. In metric values, it was: (1-2) – 216, (1-3) – 620, (2-3) – 408. Naturally, 

the distances between images in the quantized space decreased somewhat, but the principle ability to 

distinguish between images of several classes remained. 
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Figure 5. Histograms of distance matrix values in discrete ranges 

 

 

The experimentally calculated distances between the sum vectors {𝑟𝑗}𝑗=1
𝑠  for the columns of the etalon 

distance matrices were: (1-2) – 30524, (1-3) – 44452, (2-3) – 28694. Considering the average experimental 

values of the distances for the etalons in the range of 182-194, we can consider the obtained vectors of sums to 

be sufficiently significant classification features. Further integration of the distance values by expanding the 

ranges showed that the differences between the etalon distributions naturally decrease. For 5 equal ranges, the 

classification of the analyzed images is complicated. 

The experimental calculation of accuracy (7) of the classification showed that for a set of descriptors 

of the training sample (120 vectors in the researched etalons), all the descriptors are classified correctly. Thus, 

the accuracy index about the set of etalon components is equal to 1. In the distance matrices, zeros are found 

only for the etalon itself. This can be explained by the high dimensionality of the data (488), which practically 

excludes random coincidences of bits in multidimensional vectors. At the same time, it is clear that for real 

situations under the influence of obstacles or geometric transformations of the image, the accuracy index may 

naturally be somewhat lower. Taking into account the fact that the experimentally calculated Tanimoto distance 

for the descriptions used in the experiment was 0.5-0.6, we can see that, despite the significant similarity of the 

structural descriptions of the analyzed images, the proposed simplified classification models provide a 

sufficient level of their distinction in practice, and the speed of processing for them ten times higher. 

 

 

4. CONCLUSION 

Utilizing an orthogonal function system for image description transformation shows the potential for 

a substantial increase in processing speed while maintaining high levels of classification accuracy and 

resistance to interference. The critical factors for optimizing the effectiveness of this representation involve 

selecting a metric to map the modified descriptions and determining a threshold to determine the similarity of 

components in the newly generated data space. The utilization of the Tanimoto measure, along with a threshold 

equivalent to 25% of the maximum metric value, has demonstrated its effectiveness in evaluating description 

components. The utilization of the Walsh function apparatus not only resulted in a tenfold reduction in 

computing expenses but also maintained relatively good indicators of classification efficiency. 

By implementing the distance matrix model, it became possible to create efficient integrated features 

in the form of one-dimensional data distributions and vectors representing the sum of the matrix columns. This 

resulted in reduced computational expenses while maintaining the classification effectiveness of the original 

data sample. A software simulation was conducted to experimentally evaluate the effectiveness of image 

classification in newly created feature spaces and the time required to calculate the relevance of descriptions. 

This was compared to the traditional approach of voting and calculating metrics on a set of descriptors. 

The research introduces a novel approach to image classification by enhancing the structural method. 

This is achieved through the implementation of description transformation using orthogonal decomposition of 

data and the construction of feature models based on distance matrices in the descriptor space. Additionally, 

the research proposes methods to reduce descriptions in newly created spaces, resulting in reduced 

computational costs for classification. The practical significance of this work lies in the development of 

classification models in the transformed data space, verification of the effectiveness and resilience of the 

proposed modifications using image examples, and the creation of software applications to implement the 

developed classifiers in computer vision systems. Research perspectives may pertain to developing a range of 

proposed models for the creation and examination of changes in descriptions inside extensive databases. 
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