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ABSTRACT

The development of artificial intelligence in facial emotion recognition (FER) is
rapidly growing and has been widely applied in various fields. Deep learning
(DL) techniques with evolutionary algorithms have become the preferred choice
for solving various security, health, gaming, and other related problems. This
research proposes the use of a genetic algorithm (GA) as the main method to
optimize hyperparameters in the convolutional neural network (CNN) model for
FER. The required computation time is approximately 37 hours 57 minutes 55
seconds, with generation 3 taking the longest time at around 16 hours 45 minutes
4 seconds. However, generation 3 achieved an accuracy of 76.11%, which is
the highest compared to other generations. The results indicate that the more
generations are involved, the higher the achievable accuracy. Furthermore, the
proposed CNN-GA model in this study outperforms previous models that have
been examined. Thus, this study makes a significant contribution to improving
the understanding of using GAs to optimize the performance of CNN models for
FER.
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1. INTRODUCTION
The face plays a crucial role in expressing emotions such as happiness, sadness, anger, and others [1].

Compared to voice and other body movements, the face predominantly conveys a person’s emotions [2]. With
technological advancements, facial expression recognition is becoming increasingly important, especially in
the context of computer, mobile phone, and other technology usage. For instance, facial expression recognition
can be utilized to assess customer satisfaction in online shopping. Facial data is captured through a camera and
can be categorized based on the conditions of capture, whether ideal or not [3]-[8].

Deep learning (DL) is a part of machine learning that uses artificial neural networks with many hidden
layers to automatically learn data representations or features. One of the DL models, convolutional neural net-
work (CNN), is particularly effective in computer vision and can recognize facial features through convolution
processes in images [9]-[11]. The advantage of CNN lies in its ability to ignore manual feature extraction [12]-
[14] and its capability to retrain tasks for recognizing new objects using existing networks [15],[16]. Various
CNN models, including Conv1D, Conv2D, Conv3D, and Conv4D, have shown significant progress in image
classification and processing [17]-[19], demonstrating CNN’s ability as the best model for addressing object
recognition and detection problems [20].

Facial emotion recognition (FER) 2013, introduced by the international conference on machine
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learning (ICML) in 2013, is a unique emotion recognition dataset that encompasses challenging natural con-
ditions and challenges. This dataset is used to test the performance of CNN models in emotion recognition,
yielding results of approximately 60%-75% based on previous studies. Some tested methods include Tang’s
network structure, achieving an accuracy of 71.2% [21], Caffe-ImageNet with an accuracy of 65.5% [19], and
multi-network fusion achieving an accuracy of 70.3% [22]. Nevertheless, previous research indicates that the
accuracy performance of CNN for FER using the FER2013 dataset still requires improvement. The significance
of proper hyperparameters in the construction of CNN model architecture, especially in the convolution layers,
is acknowledged, but precise rules for determining hyperparameters remain unclear, with most determinations
made through the intuition of experienced designers or through trial and error methods. Generally, the kernel
size used varies, with different models such as LeNet-5 [23], Alexnet [24], and ZFNet employing different
sizes [25], while other hyperparameters are determined based on the intuition of the designer.

Hyperparameter optimization is one of the approaches used to improve CNN performance during the
learning process [26]-[28]. There are two techniques for hyperparameter optimization, namely manual and au-
tomatic. In image recognition, the manual method can improve CNN accuracy [29], but it is less effective due to
its narrow parameter range, time-consuming nature, and requirement for very high accuracy [30]. Evolutionary
deep learning (EDL) was developed for automatic hyperparameter optimization to improve CNN performance
on FER2013 [31]. CNN-genetic algoritm (CNN-GA), a result of EDL development, plays a crucial role in
hyperparameter optimization using a large search space of GA [32], representing a set of hyperparameters in
CNN. CNN-GA achieved an average accuracy of 99.85% and training speed four times faster than the LeNet-5
model [33], [34]. Based on these advantages and performance, GA was chosen for hyperparameter optimiza-
tion in the CNN model. In this study, we propose a method for tuning the hyperparameters of the CNN feature
extraction step using a CNN-GA, with GA chromosomes representing each hyperparameter such as kernel size,
number of filters, activation function, learning rate, and optimizer.

2. METHOD
There are 35,887 images, which are then split into two: training data and testing data. The proportion

of the split FER2013 dataset is 80% for the training model, and the remaining 20% is used for evaluation
purposes with unseen data. Emotion recognition in FER2013, as shown in Figure 1, is a supervised image
recognition problem that is categorized into seven classes: anger, disgust, fear, happiness, sadness, surprise,
and neutral. The Python programming language is applied to all hyperparameter optimization approaches.
SciKit-Learn is used for matrix calculations. Pandas is used for dataset processing. Numpy is employed
to handle all scientific computing. Keras and TensorFlow are utilized to build the CNN model. Distributed
evolutionary algorithms in python (DEAP) is used to construct the GA.

Figure 1. FER2013 dataset

2.1. CNN hyperparameters and architecture
We optimized 5 hyperparameters, with a complete description of the range or value and a list of all

hyperparameters shown in Table 1, based on commonly optimized hyperparameters used for FER [35]. The
proposed CNN model architecture comprises input, convolution, pooling, dropout, batch normalization, dense,
and fully connected layers. The use of six two-dimensional convolutions (Conv2D) with ’same’ padding values
and ’he normal’ Kernel initialization is accompanied by an automatic hyperparameter optimization approach
based on GA for the kernel, filter, and activation functions. Batch Normalization plays a role in stabilizing
the input distribution layer, while the pooling layer works to reduce the image dimensions to lessen the neural
network’s weight. There are three ’MaxPool2D’ type pooling layers, which operate by considering higher
feature map values to reduce the image size, each with a size of 2x2. The role of the dense layer is to connect
the neural network from the specified layer to each previous layer of neurons. The dropout layer is positioned
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on the fully connected layer and after the pooling layer. Details of the model architecture design are presented
in Figure 2.

Table 1. Hyperparameters range and values
Hyperparameter Description Range/Values

LR Learning rate Min: 1e-3, Max: 1e-2
OP Optimizer [‘Adam’, ‘SGD’, ‘RMSprop’, ‘Adadelta’, ‘Adagrad’, ‘Adamax’, ‘Nadam’]
KZ Kernel size (Convolutional) Min: 2, Max: 1024
AC Activation function (Convolutional) [‘relu’, ‘elu’, ‘tanh’, ‘sigmoid’, ‘hard sigmoid’, ‘softplus’,‘linear’]
NF Number of filters (Convolutional) Min: 1, Max: 9

Figure 2. The design of the CNN model architecture

2.2. Hyperparameter tuning of CNN-GA
The flowchart of CNN-GA is shown in Figure 3. The first step involves preprocessing the data con-

taining cropped images, removing duplicate images, resizing the images to 48x48 pixels, and converting them
to grayscale. We follow the standard GA process, including population initialization, evaluation, selection,
crossover, and mutation [36]. Population initialization is depicted in Figure 4, with the same chromosome
length for each individual. We use accuracy score as the fitness function, where individuals with higher scores
have a greater chance of being selected for the next generation. CNN-GA utilizes three operators: crossover,
mutation, and selection, with crossover depending on the process of selecting parent individuals.

Figure 3. Flowchart of CNN-GA
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We use three types of crossover operators: one-point, two-point, and multi-point. One-point crossover
alters one point of the parent gene to produce offspring, while two-point uses two crossover points, and multi-
point employs multiple crossover points. This prevents duplication of parental genes and enhances fitness
values from generation to generation. Determining the incorrect crossover type could lead to premature op-
timization. Hence, mutation serves as an operator to vary genes and avoid uniform crossovers within the
population. A higher mutation rate than the crossover rate could lead to issues in reaching the optimal solution.
We set the mutation rate at 0.1 and the crossover rate at 0.2, based on personal instinct. The best individuals
are selected using elitism, maintaining the algorithm’s evolutionary process towards the best solution.

3. RESULTS AND DISCUSSION
GA is utilized to optimize the performance of the CNN, although the limited tools make it time-

consuming. In this study, we set 3 generations (NGen) and 10 populations (Npop) to manage the GA opera-
tions. Elitism, which preserves the best individuals from each generation, and multi-parent recombination have
proven effective in achieving optimal accuracy. Table 2 provides an overview of the required computational
time and the best accuracy score achieved by GA. Although generation 3 requires a longer computational time
compared to other stages, it yields better accuracy. It is important to note that after the crossover and mutation
operations, there is fluctuation in the fitness values of individuals, which is overcome with the help of multi-
parent recombination and elitism, ultimately enhancing performance in generation 3. This analysis highlights
the importance of using the GA technique to improve CNN efficiency despite the longer computational time.

Table 2. The best result of hyperparameter

Convolution layer
Values

KZ NF AF OP LR
1 8 3x3 tanh

Adagrad 0.007

2 8 5x5 relu
3 2 9x9 elu
4 256 3x3 Sigmoid
5 16 3x3 linear
6 128 3x3 tanh

Figure 5 visualizes the impact of CNN-GA based on the fitness value. During the initialization phase,
the fitness value appears to fluctuate. The initialization process in the GA stage demonstrates an increase
in accuracy from generation to generation. From the 10th population that yielded an accuracy of 58.72%,
generation 1 achieved 71.69% (an increase of 12.97%), generation 2 reached 72.11% (an increase of 1.08%),
and generation 3 attained 76.11% (an increase of 3.33%). This increase occurred after the application of
multi-parent recombination and elitism operations. The filter function in the convolution layer plays a crucial
role in extracting features from the image and ensuring pattern suitability with the image’s sub-regions. The
increase in the number of filters in the convolution process helps the model capture more features in the image,
ultimately enhancing accuracy. Furthermore, the optimizer plays a vital role in the model’s learning by updating
neuron weights and guiding the process toward convergence. The activation function also plays a significant
role in determining the output of each specific neuron. This analysis emphasizes the importance of the proper
initialization process in the GA and the key roles of filters, optimizers, and activation functions in enhancing
accuracy and model performance. The best hyperparameter results from the top-performing generation are
detailed in Table 3.

Furthermore, Table 4 provides an informative description of the model accuracy performance on
FER2013 test data. It is clear that all models trained in this study have exceeded the estimated performance of
existing studies, which is about 65.5%. However, the success of CNN-GA, which achieved an accuracy perfor-
mance of 76.11%, highlights the importance of rigorous hyperparameter optimization. These results show that
with an efficient and accurate approach, we can optimize the model significantly, even surpassing the perfor-
mance of existing research in FER. Therefore, hyperparameter optimization via the CNN-GA approach offers
promising prospects for improving model capabilities in increasingly complex recognition tasks in the future.
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Table 3. The computational time and best accuracy score
Experiment phase Computational time Best accuracy score (%)

Initial 70°30’57” 58.72
Generation 1 60°08’37” 71.69
Generation 2 140°18’50” 72.77
Generation 3 160°45’04” 76.11

Figure 4. The impact of CNN-GA based on the fitness value

Figure 5. Population initialization of CNN-GA

Furthermore, Table 4 provides an informative description of the model accuracy performance on
FER2013 test data. It is clear that all models trained in this study have exceeded the estimated performance of
existing studies, which is about 65.5%. However, the success of CNN-GA, which achieved an accuracy perfor-
mance of 76.11%, highlights the importance of rigorous hyperparameter optimization. These results show that
with an efficient and accurate approach, we can optimize the model significantly, even surpassing the perfor-
mance of existing research in FER. Therefore, hyperparameter optimization via the CNN-GA approach offers
promising prospects for improving model capabilities in increasingly complex recognition tasks in the future.

Table 4. TFER2013 testing accuracy comparison
Ref. Model Testing accuracy (%)
[21] Tang’s network structure 71.2
[37] Caffe-imageNet 65.5
[22] MNF CNN+L2 SVM 70.3
[38] Raspberry Pi 65.97
[39] DenseNet 63.50
[40] VGG16 69.40
[41] Attention CNN 70.02
[42] ResNet with gate implementation 71.80
[43] VGGNet 73.28

[44]
VGG progressive SpinalNet 74.39

VGG SpinalNet 74.45
[45] Mini-Xception 66.00
[46] CNN with transfer learning 72.00
[47] CNN with HOG feature 75.10

Our model CNN-GA 76.11
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4. CONCLUSION
The development of DL for FER is growing rapidly and is being applied in various fields. Hybrid DL

with evolutionary algorithms serves as a problem-solving approach in sectors such as security, health, games,
and others. Valid determination of hyperparameters can significantly impact DL performance, particularly
for CNN. Hence, we propose CNN-GA for optimizing hyperparameters. The required computation time is
37 hours 57 minutes 55 seconds, with generation 3 taking the longest computation time, namely 16 hours 45
minutes 4 seconds. However, generation 3 achieves an accuracy of 76.11%, which is the best compared to other
generations. This suggests that computation time does not affect the resulting accuracy. The accuracy results
indicate that the more generations, the higher the achieved accuracy. Furthermore, we compare the proposed
model with the results of previous studies. The accuracy results of CNN-GA outperform the existing models.
Further research in this direction is necessary to explore its applicability in other domains and to optimize its
performance even further.
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