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 Artificial intelligence (AI) based automated disease prediction has recently 

taken a significant place in the field of health informatics. However, due to 

unavailability of real time large scale medical data, the dynamic learning of 

prediction models remains principally subsided. This paper, therefore 

proposes a dynamic predictive modelling framework for chronic diseases 

prediction in real-time. The framework premise suggests creation of a 

centralized patient-indexed medical database to dynamically train machine 

learning (ML) models and predict risk levels of chronic diseases in real time. 

In this study, comprehensive empirical evaluations to train seven state-of-the-

art ML models for diabetes risk prediction are performed in context of phase 

2 of the suggested framework. The selected optimal model can then be 

dynamically applied to predict diabetes in phase 3 of the framework. Various 

metrics such as accuracy, precision, Recall, F1-score and receiver operating 

characteristic (ROC) curve are employed for evaluating performances of the 

trained models. Parameter tunings using different type of kernels, different 

number of neighbors and estimators are rigorously performed in order to 

create a suggestive literature for healthcare prediction ecosystem. 

Comparative analysis indicates high prediction accuracies on diabetes test 

data records for neural network and support vector machine (SVM) models as 

compared to other applied models. 
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1. INTRODUCTION 

Chronic diseases are quite a concern not only for patients but also for health professionals. As per the 

definition by MedicineNet [1]: a chronic disease is a disease which may endure beyond three months (as per 

the definition of the U.S. National Center for Health Statistics) and may last up to a life time; having significant 

impacts on the regular functioning of many vital parameters of suffering individuals. As per World Health 

Organization (WHO) report-2016 [2], chronic diseases are not transmittable from one person to another person; 

last for long duration and progress very slowly. Main chronic diseases that most of the human race suffers are 

diabetes, heart diseases, cancer and arthritis to name a few [3]. As initially, many of the chronic diseases do 

not show any noticeable symptoms, medical professionals face quite a challenge in their direct diagnosis and 

primarily establish their interpretations on varied regularly testable patient’s parameters. It’s quite later, when 

such diseases start to impact vital organs behaviors and attract attention of patients as well as medical  

practitioners [4]. 

https://creativecommons.org/licenses/by-sa/4.0/
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The practice of using automated technology based disease prediction methodologies, therefore have 

taken their place in medical informatics to assist in diagnostics of such diseases even in absence of visible 

identifiers [5]. Medical informatics technologies are primarily artificial intelligence (AI) driven and work 

towards making computers self-trainable to develop ample intelligence and suggest diagnosis for the patient at 

quite early stages. Such systems were called expert systems and had been in usage since the boom of AI 

techniques [6]. Machine learning (ML), a branch of AI is now been used widely for predictions in many spheres 

of applications. Expert systems were data dependent and used to gain suggestive decisions based on focused 

data sets, whereas ML work on continuously evolving learning models for real time predictions with high 

accuracy. ML is being successfully utilized in many aspects of medical field such as robotic assistive operative 

environments, automated sample collections and predictive modelling for predicting diseases [7]–[10]. Medical 

datasets are now being evolved by saving records of patients on hospital portals. Medical datasets may be 

collection of prescriptions (textual data), medical test records [11], images of various scans [12], historical 

parental records, and video or audio recordings. 

Many researchers have applied and tested varied ML approaches on specific disease data sets 

available. Diabetes mellitus prediction using three ML classification algorithms named support vector machine 

(SVM), random forest (RF) and neural networks were analyzed using PIMA Indian and Laboratory of the 

Medical City Hospital (LMCH) diabetes datasets by Olisah et al. [13]. Authors presented detailed discussion 

on preprocessing advantages on the datasets to improve accuracy in the prediction of diabetes diseases.  

Febrian et al. [14] applied K-nearest neighbor (KNN) and Naïve Byes classification algorithms to predict 

diabetes. As per the comparative analysis shown in their paper, Naïve Byes algorithm outperformed KNN 

algorithm in accurately predicting diabetes for new patients. In another paper by Krishnamoorthi et al. [15], 

diabetes prediction using decision tree (DT)-based RF and SVM learning models was done. Sonia et al. [16], 

applied neural network having multiple layers with no-prop algorithm for diabetes prediction and evaluated 

their results using sensitivity, specificity, accuracy and a confusion matrix metrics. Many other  

researchers [17]–[19], also worked on diabetes data sets snippets available on various data platforms and 

applied specific ML techniques for developing predictive models at various level of accuracies. 

For another chronic diseases, such as heart diseases prediction, many authors applied classification 

based ML techniques such as Shah et al. [20] predicted heart diseases using heart disease patient’s data sets of 

Cleveland database on UCI repository. The authors compared the prediction accuracies of Naïve Bayes, DT, 

KNN, and RF algorithms and reported KNN algorithm as having highest precession in predicting heart 

diseases. In another paper by Kavitha et al. [21], a hybrid of RF and DT ML algorithm was applied on cleveland 

dataset of heart patients. Many other authors [22], [23] applied varied ML techniques such as SVM, neural 

networks and reported prediction accuracies at different levels. Not only heart and diabetes chronic diseases, 

researchers have worked with different diseases datasets snippets to predict parkinson disease [24], liver 

disease [25], chronic kidney disease [26] and Alzheimer’s disease [27] to name a few. 

Research gap and main contribution: all the above conducted studies use opensource different diseases 

medical datasets to present training results of specific ML algotithms with varied accuracies. Medical data, as 

described above, is primarily patient dependent, country dependent and sometime localized to specific hospitals 

as well. Therefore, for efficient application of ML in medical field, it is quite necessary to link the medical 

record keeping systems across hospitals, to apply AI using dynamically evolving real data sets. Therefore, a 

common framework is required to enable healthcare systems to develop highly accurately trained, tested and 

continuously evolving automated assistive prediction utilities to benefit all stakeholders. Also, it is observed 

that presently applied ML algorithms in literature do not present extensive results on hyper-parameter tuning 

with a single diabetes dataset, availaibility of which as a single source can benefit at large to the stakeholders. 

This paper, therefore proposes a common framework design for predicting risk for chronic diseases based on 

various data recorded in the database. The cloud-based framework design could act as a prototype for 

implementation and development to be an essential part in every healthcare utility. Further, this paper also 

evaluates seven predictive ML algorithms for the risk prediction focused on diabetes dataset. The empirical 

results along with hyperparameter tuining results of three algorithms like different type of kernels, neighbors 

and estimators in classification algorithms namely: SVM, KNN, and ensemble RF respectively. The indepth 

experimentation on diabetes prediction can give further direction to medical stakeholders by proposing the best 

parametric and divisive combinations to be utilized for predicting medical risks. Paper organization: next 

section 2 presents method section which presents design of proposed framework as well as details of ML 

methods to be applied for training, data availability and its description, implementation details with parameters 

settings applied. In section 3 discusses results obtained with a detailed comparative analysis along with 

hyperpaprameter tuinings experimental results, followed by conclusion and references. 
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2. METHOD 

The proposed framework is presented in Figure 1. The framework’s prototype is divided into 4 main 

phases. The framework’s prototype is described below. 

Phase 1: phase 1 focusses on creation of a centralized patient unique identifier (PUID) indexed 

centralized database on a cloud platform. Individuals go for regular tests at different designated test centers in 

any state/country. These tests contain values for different vital parameters, which then combined in a single 

table stored on cloud-based storage platforms. The storage may be localized or distributed. This centralized 

database of PUID indexed records grow dynamically, in order to create a big data sets of medical testing 

records. The centralized table is initialized with pre classified historical data of patients with multiple class 

attribute columns representing diseases D1, D2…Dn. The tables get regularly appended with unclassified 

records of tests of individuals. 

 

 

 
 

Figure 1. ML based modelling framework for prognostication of chronic diseases 

 

 

Phase 2: phase 2 builds disease relevant sub-tables by extracting disease specific parameters from the 

centralized tables. These sub tables are preprocessed for missing values and peak values amputations; divided 

into train and test set. The training data subset is used to train ‘k’ ML models M1…Mk. The learned models 

undergo testing on test subsets and their accuracies are quantified using different metrics such that the best 

model Mj is chosen to predict disease Di: 1<j<k and 1<i<n. 

Phase 3: the selected model and its parameters are updated on the server containing learned models. 

The trained ML models stored on the server are regularly upgraded after a time interval ‘T’. After some fixed 

time, interval ‘T’; phase 2 is iteratively repeated with new and upgraded set of classified records extracted from 

centralized database table, the models are again trained and best model selected with newly learned model 

parameters are updated in the ML model server. 

Phase 4: once the new unclassified test record is added in the centralized table with a unique PUID, it 

acts as a test data and passed through the learned model. The output predictions are prompted to patient and 

doctor’s portal. For diseases classified to positive categories with high accuracies, medical practitioners 

recommend thorough evaluation and may confirm the disease class for that PUID in central database server. 

Such records are then added to training data set. The framework architecture is focused on cloud storage usage 

for maintaining the centralized and dynamic data base of patient’s records from varied places. The records are 

regularly updated and classified based on which ML models are also regularly updated in order to always 

predict diseases with high accuracy based on new training examples added dynamically. 
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2.1.  Applied ML classification models 

Following ML classification models are being trained on diabetes data in this paper:  

− Naïve Bayes: Naïve Bayes classification model is based on Bayes theorem of conditional probability [28]. 

The model finds out the posterior (𝑃𝑟[𝐻|𝐸] ) and conditional probabilities (𝑃𝑟[𝐸|𝐻]) of events event E for 

hypothesis H in the situation, and predicts output of any event based on the maximum likelihood (posterior 

probability) of that event based on conditional probabilities. The model uses (1). 

 

𝑃𝑟[𝐻|𝐸] =
𝑃𝑟[𝐸|𝐻] 𝑃𝑟[𝐻]

𝑃𝑟[𝐸]
 (1) 

 

− Logistic regression: logistic regression is a supervised ML classification model [29]. Developed by 

applying a logistic or sigmoidal function ‘g’ on the hypothesis equation of linear regression, so as to get the 

predicted output in the range [0,1]. The output values>=0.5 are quantified to positive class and values <0.5 

are quantified to negative class. The hypothesis equation of logistic regression is given by (2) and (3) 

respectively. 

 

ℎ𝜃(𝑥) = 𝑔(𝜃𝑇𝑥) (2) 

 

𝑔(𝑧) =
1

1+𝑒−𝑧 (3) 

 

− Neural network: neural network ML classification models are based on the design of network of human 

neurons [30]. There are many layers through which input values are fed and forwarded to another layers 

using activation functions and weight combinations. The weights in the layers are learned using many 

iterations of feed forward and back propagation algorithms. An example of visualization of a neural network 

model is shown in Figure 2. 

 

 

 
 

Figure 2. A neural network model with input, hidden, output layer and weights 

 

 

− DT: DT models are used for classification as well as regression in ML and are developed by application of 

simple decision rules on the input variables of the data set using metrics like entropy and information  

gain [31]. The DT algorithm builds a hierarchical decisive structure of nodes, where each node represents 

an input variable and paths through that node are based on decision rules formed based on training  

data sets.  

− SVM: SVM are primarily used for classification problems. The input data points are treated as vectors 

plotted in n-dimensional plane. The algorithm develops a line/plane equation to separate the vector points 

of different classes as far as possible from that line [32]. The distance is quantified by identifying the support 

vector points in positive and negative class planes. 
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− KNN: K-NN classification algorithm classify new objects based on the maximum class match with the 

classification of its K number of nearest neighboring objects based on a distance metric [33]. This algorithm 

is a lazy learner as it does not develop a model, rather it calculates distances for each new object with all 

training data set objects, and pics top K number of nearest neighbors out of them. 

− RF ensemble classifier: RF ensemble classifier is another quite efficient classification model generation 

technique, which combines the output of various DTs to conclude a class for a new instance [34]. This 

methodology develops different DTs using different sample sets, and use them all to classify a new instance. 

 

2.2.  Metrics used for prediction accuracy evaluation 

The problem to classify chronic diseases is a classification problem. The mathematical ML models 

predict outcomes of training and testing data set in discrete classes. For quantifying the efficiency of a 

developed ML model, confusion matrix is used. Confusion matrix gives the count of correctly predicted outputs 

(true positives, true negatives) and the incorrectly predicted outputs (false positives and false negatives) of a 

ML model. Using these counts, various efficiency indication metrics have been developed such as precision, 

recall, accuracy, F1-score and receiver operating characteristic (ROC) curve.  

− Precision: precision value for the predictions done by any ML model specifies the number of correct true 

positive predictions w.r.t total positive predictions. 

− Recall: recall value for the predictions done by any ML model specifies the number of true positive 

predictions w.r.t total expected positive predictions. Recall is also called as true positive rate (TPR) or 

sensitivity. False positive rates (FPR) can be found in the same manner. 

− Accuracy: accuracy metric value signifies the fraction of correct predictions with respect to total 

predictions. 

− F1-score: F1-score is the harmonic mean of precision and recall. F1-score gives better indication for a data 

set which has a class imbalance. 

− ROC curve: one more useful graphical methodology compare efficiency of different ML models is ROC 

curves [35]. ROC curves are the graphical depictions between true positive rate and false positive rate of a 

chosen ML model. The plot shows higher area under curve (AUC) values between 0 and 1, with values of 

AUC=0.0 showing 100% wrong predictions and AUC=1.1 showing 100% correct predictions. 

 

2.3.  Applied experimental settings and dataset description 

This paper shows the results of seven ML algorithms on PIMA Indian diabetes data set downloaded 

from Kaggle (https://www.kaggle.com/uciml/pima-indians-diabetes-database) available via a CC0: public 

domain license [36]. The description of the data set is given below. The implementation for training and testing 

ML models is done using Python 3.0 on Anaconda Jupyter. Results are the best of 10 iterations of learning 

cycles with randomized training (90%) and testing (10%) data sets. 

Diabetes data set: the dataset consists of data of 768 females all aged 21 years and above of the PIMA 

Indian heritage. The data was collected for 9 parameters for all the female patients. A snippet of top 5 rows of 

the data is shown in Figure 3. 

 

 

 
 

Figure 3. Snippet of diabetes data set 

 

 

The description of 9 parameters are as follows: pregnancies store the number of pregnancies; glucose 

stores glucose levels in blood; blood pressure stores the blood pressure measurement; skin thickness stores the 

thickness of the skin; insulin to express the insulin levels in blood; BMI to store the body mass index; diabetes 

pedigree function stores the diabetes percentage; age stores the age; outcome stores the final result 1/0 if 

detected with diabetes or not respectively. The statistical distribution of data in all 9 columns is given in Figure 4 

with maximum, minimum, mean and standard deviation of each parameter column. Since the data appears to 

at different ranges, need to normalize or standardize the data is there. 
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Figure 4. Description of data in all 9 columns 

 

 

As it is evident from data visualization that the data in all columns are having different ranges. Such 

data require normalization before effective application of ML algorithms. Therefore, diabetes data set is 

normalized using min-max normalization to rescale data in range between 0 and 1 using (4) for each ith value 

of jth column 𝑋𝑖𝑗 to obtain a normalized value 𝑋𝑖𝑗
′  such that 1 ≤ 𝑖 ≤ 𝑛 𝑎𝑛𝑑 1 ≤ 𝑗 ≤ 𝑐 , where n is the number 

of rows in data set and c are the number of columns in the data set. 

 

 𝑋𝑖𝑗
′ =

𝑋𝑖𝑗− 𝑋𝑗_𝑚𝑖𝑛

𝑋𝑗_𝑚𝑎𝑥−𝑋𝑗_𝑚𝑖𝑛
 (4) 

 

Here, 𝑋𝑗_𝑚𝑎𝑥 and 𝑋𝑗_𝑚𝑖𝑛 are the maximum and the minimum values of the jth columns respectively. 

Python MinMaxScaler utility to normalize the data is used in the current implementation. Diabetes data set, 

after preprocessing, training and test set divisions, is used in training and testing of 7 different ML models 

namely: logistic regression, neural network, SVM, Naïve Bayes, DT, KNN, and ensemble RF. 

 

 

3. RESULTS AND DISCUSSION 

The detailed empirical comparative results of all ML models are shown here using various accuracy 

level indicating metrics such as precision, recall, accuracy and F1-score. The results shown here are the best 

of 10 iterations of learning cycles with randomization done to generate training and testing data sets at the 

division ratio of 90:10 respectively with implementation in Python 3.0 on Anaconda Jupyter. 

− Logistic regression: the classification report of logistic regression based trained model for testing data is 

shown in Figure 5 depicting precision, recall, F1-score and accuracy values. Logistic regression trained 

model could achieve an accuracy of 84% and precesion of 82% with a weighted average of F1-score as 84%. 

 

 

  
 

Figure 5. Confusion matrix and classification report for logistic regression 
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− Neural network: neural network model was trained using 2,000 iterations of back propagation algorithm 

with a default hidden layer size of 100 nodes; ReLu activation function of multilayer perceptron classifier 

(MLP classifier) using sklearn neural_network module in python. The model achieved a good 87% 

accuracy on test data with a precesion of 86% and F1-score 87% as shown in Figure 6. 

 

 

   
 

Figure 6. Confusion matrix and classification report for neural network 

 

 

− Naïve Bayes: Naïve Bayes classifier trained model’s accuracy however turned out to be 81%; precesion of 

70% with a F1-score of 81%. The results are not promising. The confusion matrix and classification report 

are shown in Figure 7. 

 

 

  
 

Figure 7. Confusion matrix and classification report for Naïve Bayes 

 

 

− SVM: SVM classifier was trained using different kernel functions to identify the best kernel function on 

diabetes data. Kernel functions used are: sigmoid, linear, polynomial and radial basis function (RBF). Best 

accuracy achieved using linear kernel function is 86% as shown in the confusion matrix and classification 

report for test data classification in Figure 8. Variations in the accuracies of SVM at different kernel 

functions on test data is shown in Figure 9. Poly kernel function also reported 86% accuracy, however to 

simplify complexity in medical data prediction domain, we employed linear kernel function. 
 

 

  
 

Figure 8. Confusion matrix and classification report for SVM 
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Figure 9. Accuracy scores for SVM at different kernel functions 

 

 

− DT: the results of DT classification based generated model are shown in Figure 10. It is evident that this 

trained model could only achieve accuracy of 75% on the test data with an F1-score of 76%. 

 

 

  
 

Figure 10. Confusion matrix and classification report for DT 

 

 

− KNN: KNN classification algorithm is used to train the model using different values of K (number of 

neighbors). The accuracy scores achieved at different K values is shown in Figure 11. The best scores 

achieved at K values 7 and 8. The detailed classification report at K value 8 is shown in Figure 12. The model 

could only obtain an accuracy of 79%, precision 77% and F1-score of 78% at k value 8. 

 

 

 
 

Figure 11. Accuracy scores for KNN using different number of neighbors 
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Figure 12. Confusion matrix and classification report for KNN classifier 

 

 

− RF ensemble classifier: RF ensemble classifier is tested using different number of estimators ranging 

from 10 to 500. The best result of accuracy is achieved in the range 300 to 500, as shown in Figure 13. 

confusion matrix and detailed classification report at 300 number of estimators is shown in Figure 14. 

accuracy of 81% with precision of 73% having F1-score of 82% could only be achieved using this model 

on test data. 

 

 

 
 

Figure 13. RF classifier scores for different number of estimators 

 

 

  
 

Figure 14. Confusion matrix and classification report for RF classifier 

 

 

3.1.  ROC curve: graphical evaluation metric 

ROC curves are plotted for the results obtained for all the 7 learned models at best hyperparameter 

settings as suggested in above discussion. The plotted ROC curve is shown in Figure 15. Neural network 

learned model and SVM models show a good bent towards upper left corner, which depicts high accuracies for 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Diabetes mellitus prediction using machine learning within the scope of a generic … (Nidhi Arora) 

1733 

both the algorithms. The same is supported by their higher values of AUC i.e., 0.817 and 0.836 as compared 

to all other trained models as mentioned along with the curves in Figure 15. Hence, it is further evident that 

both neural network and SVM model with linear kernel function can be successfully applied to predict diabetes 

millitus chronic disease with high accuracy. Further accuracy can be improved with availaibility of bigger 

dataset, for which it is suggested to follow the design of suggested framework and develop a cloud based 

medical data collection and prediction model accessible in real time to all stakeholders via their personal 

handhel mobile applications. 

 

 

 
 

Figure 15. ROC curve for 7 classifiers learned models on diabetes data 

 

 

4. CONCLUSION 

This paper proposed a novel ML assistive modelling framework for prognostication of high risk diseases 

in real time. The proposed framework is cloud based and dynamically evolve learned models using updated 

training data of patient’s medical records. The framework align its task in four phases and aims as developing a 

common patient indexed database on a cloud platform at its top most layer. The middle layers aims to train models 

in regular intervals of time in view of continuously updating training data. The final layer is end user interface, 

which provide indicative signals to stakeholders for possibility of chronic diseases. The paper further presented a 

detailed empirical evaluation of seven ML based classification algorithms to train models for the prediction of a 

highly significant chronic disease diabetes. It was observed that with increase in data sets, variations in models 

parameters and proportions of training and testing data, model show different level of prediction accuracies.  

It was observed that out of all seven models, for the current snippet of data set. Neural network model and SVM 

model showed highest prediction accuracies, and therefor they are highly reliable. It would interesting to evaluate 

all algorithms on dynamic datasets with different parametric variations in real time as a future work. Evaluation 

of neural network further is required with different level of hidden layers as future work. 
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