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ABSTRACT

Unmanned aerial vehicles (UAVs) facilitate complex activities and are widely
used for aerial transport. Quadrotor UAVs (QUAV), the most popular UAV con-
taining four motors, are characterised by higher control properties since they
have fewer actuators than degrees of freedom, implying a nonlinear underac-
tuated system. In addition, the coupling of dynamics, flaws while modelling
and parameter uncertainty are the factors that hinder the design and imple-
mentation of a controller. Here, we present the modelling, optimisation, sim-
ulation, and implementation methodology for controllers, proportional-integral-
derivative (PID), and super-twisting-sliding mode control (ST-SMC). We carry
out the parameterisation problem of controllers using the hunger game search
(HGS) metaheuristic algorithm. This process was developed offline, and the
values obtained were successfully implemented in simulation and experimental
form. The testing platform comprises a motion capture system, Vicon® Bonita
cameras, linked by ROS, that allows the known position and the attitude of a
Parrot® QUAV bebop1. The whole six dynamics of the QUAV are included in
the implementation, translational trajectories X-Y are trapezoidal, and the alti-
tude trajectory is a ramp. The results enabled the comparison of the statistics
calculation of each controller. Successful tracking trajectories were obtained
even with disturbance when the ST-SMC algorithm was implemented with root
mean square error (RMSE)=0.0176.
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1. INTRODUCTION
Currently, a wide variety of tasks are performed by unmanned aerial vehicles (UAVs), commonly

known as drones. UAVs facilitate complex activities and have extraordinary flexibility in flight mode and
advanced features and functionalities such as inspection, agricultural monitoring, rescue operations, collecting
different data types, photography, delivery, mapping, and even reforestation efforts [1]. UAVs are also known
as cyber-physical systems (CPSs) that integrate computational and physical capabilities. Those attributes allow
them to interact with other CPS and humans in real-time [2]. UAVs can contain one to eight rotors; the most
common UAV is the four-rotor drone (QUAV). The expansion of technological applications and the reliability of
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QUAVs will depend on the success of overcoming challenges associated with control. QUAV issues stem from:
i) being underactuated where the number of rotors is lower than the possible movements, ii) its nonlinear nature
makes the output change not proportional to the input change, iii) interconnected dynamics cause any change
in attitude dynamic to affect a translation dynamic and vice versa, and iv) being chaotic triggers unpredictable
and irregular behaviours with minor changes in initial conditions. The complexity of these features presents a
challenge when modelling and enhancing controller designs. Ensuring the stability and robustness of QUAVs
during flight requires special attention.

Besides the problematic characteristics of the QUAV mentioned above, a discrepancy usually exists
between the real system and the dynamic model while designing a controller. These differences correspond
to many reasons, for example, external disturbances, unknown parameters, and unmodeled dynamics. Thus,
developing comprehensive controllers to track the system along the desired trajectories with minimal deviation
is crucial. Presently, QUAV research focuses primarily on refining and developing control algorithms, with a
significant emphasis on managing some of the total dynamics control of QUAVs [3]–[5]; on the contrary, we
are dealing with the full dynamics, three translational, and three rotational. Novel solutions will further push
to apply controllers capable of counteracting and compensating for nonlinearities and chaotic behaviour [6].

These approaches guarantee to reach the goal in the presence of model inaccuracies or uncertainties
that may affect the performance of QUAV. In the literature can be found that the development of robust control
techniques allows adaptive like [7], an adaptive proportional integral derivative deep feedforward neural net-
work (APIDDFN) is proposed and compared to an optimised APIDDFN in simulations to stabilise the QUAV
in response to step signals. The results present fast convergence even in the presence of external disturbance.
In predictive, can be found [8], a model predictive controller who anticipates the trajectories by the a priori
knowledge of the future reference signals, this work is implemented in simulations. Some backstepping tech-
niques are implemented to stabilise the movements of QUAV as [9], where results show trajectory tracking with
significant error in real experiments. Also, optimal backstepping can be found, where parameters are selected
using a metaheuristic algorithm to stabilise the dynamics of a QUAV presenting good tracking response in sim-
ulations [10]. Combined techniques as nonlinear H∞ and an observer as presented in [11]. This approach has
been implemented for the attitude control. Simulation results demonstrate attenuated disturbance and paramet-
ric uncertainty. Sliding mode methods (SMC) are also attractive in the QUAV control problem. SMC strategy
has demonstrated effectiveness in rejecting disturbances and uncertainty. Nguyen et al. [12] and Huang et al.
[13] report results in real-time experiments with minor errors in constant reference tracking. Mehmood et al.
[14], the formation and trajectory of multiple vehicles are controlled using adaptive sliding modes control. The
controller is implemented in simulations in the presence of wind disturbance.

The control law of SMC conducts dynamics to a specific surface of the state space, also called the
sliding surface. Once the state is on the sliding surface, it remains on. The performance of an SMC has been
analyzed, which makes any linear or non-linear system unresponsive to parametric uncertainty and external
disturbances [15]. Several variations of SMC have been proposed; for example, a combination of a nonsin-
gular modified controller with a high-order sliding mode observer to enable vehicle trajectory tracking [16].
Adaptable controls with SMC have been implemented to compensate for external disturbances such as wind,
which can mainly affect the translational dynamics [17]. In addition, comparisons with robust controllers are
developed in experimental platforms [18]. SMC provides robustness to disturbances and unmodeled parame-
ters. However, it is a first-order structure with the disadvantage of chattering when frequency changes. The
super-twisting sliding mode model (ST-SMC) has offered an attenuated chattering effect to overcome these
limitations. It contains a discontinuous function with an integral term reaching an equilibrium point [15], [19],
which results in remarkable differences and benefits among ST-SMC and SMC [20].

The design and implementation of control laws in QUAVs consider multiple parameters or gains that
have to be tuned. These parameters must be selected carefully to ensure asymptotic convergence and achieve
the desired performance. This parameterization process is critical because a wrong selection of parameters
will result in bad performance or an unstable system. In this work, the parameters have been obtained using
the population-based metaheuristic algorithm, hunger game search (HGS), applied to an ST-SMC controller
to increase robustness. Those metaheuristic methods encompass collaboration capabilities, social interaction,
and sharing knowledge and have been demonstrated to enable the solving of multi-objective optimization prob-
lems. The literature can include genetic algorithm (MGA-SMC), particle swarm optimization (PSO-SMC), and
differential evolution algorithm (DE-SMC), to name a few [21]–[23]. Some researchers have even developed
simulations to address the tracking trajectories in QUAVs [24], [25]; in contrast to this work, we are imple-
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menting them in simulations and real platforms. Summarizing the above, in most previous works, the whole
dynamics need to be considered; some need to be implemented on a real platform, and disturbances to which
the QUAV are subjected are not considered. In this sense, the main innovations of this work are outline in:
− Offline optimization of PID and ST-SMC controls was carried out with 18 parameters for each controller.

It uses the QUAV nonlinear model for a trajectory with abrupt changes in the presence of disturbances by
applying the HGS metaheuristic algorithm.

− Control of translation, altitude and orientation was designed to guarantee asymptotic stability in the sense
of Lyapunov.

− The PID and ST-SMC controls are implemented in real-time for the Parrot Bebop1 ®QUAV with the ROS
platform and a Vicon positioning system that validates the offline tuning of the controllers by the HGS
algorithm.

− It compares the performance of PID controllers and the ST-SMC for tracking trajectory in 3 dimensions.
The comparison was developed in simulation and experimental tests, including the complete dynamics of
the QUAV.

The paper is organised into six sections. In section 2, the mathematical model of QUAV is shown.
In section 3, the proposed structure for implementing ST-SMC control is introduced. In section 4, the process
for the optimisation method is detailed. An explanation of the HGS algorithm is included, and the stability
test is developed to guarantee dynamics convergence. In section 5, the results of simulations, experiments, and
discussion are reported to validate the proposed methodology. Finally, conclusions are presented in section 6.

2. MATHEMATICAL MODEL
The mathematical model of QUAV as shown in Figure 1 is obtained using the Newton-Euler formula-

tion. We offer the translational and attitude dynamics in (1); this system of equations describes the six degrees
of freedom of the vehicle: x, y, z, roll, pitch, and yaw, in these order. The system’s nonlinearity and dynamics
coupling is evident when observing the equations. Translation equations (x, y, z) expose the dependence be-
tween attitude and each linear dynamic. In addition, (1) shows the characteristic of being underactuated when
we can find only four control signals for the whole six dynamics. In the previous work [26], the procedure was
described in detail, explaining the derivation of the model.
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Figure 1. QUAV Parrot bebop 1
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ẏ

z̈ =
1

m
(cos(ϕ) cos(θ))u1 − g − k3

m
ż
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3. CONTROL STRATEGY: ST-SMC
The following structure is proposed to implement the ST-SMC algorithm; first, we have the desired

trajectory in every axis x, y, z and attitude yaw. The desired trajectory is introduced to translational and attitude
controllers. The translational controller computes control signal u1, and simultaneously as desired angles,
which, together with ψd, are references to the attitude controller. The signals u2, u3 and u4 are computed in
attitude controller. In addition to control signals, disturbances are affecting the performance of QUAV, as we
can see in Figure 2. Finally, the dynamics of QUAV are again feedback into controllers until the desired path
is completed.

Figure 2. Proposed control strategy

The ST-SMC control design assumes that each dynamic is represented as:

χ̈ = f(χ) + g(χ)u+ w(t) (2)

where f(χ) and g(χ) ̸= 0 are nonlinear functions of no modelled physics parameters and aerodynamic forces
of QUAV, which can be partially or entirely unknown, χ = [χ, χ̇], u is the control signal and w(t) represent
external disturbances and unknown parameters.

The sliding surface is defined by:

s = ė+ βe (3)

where e y ė are the tracking error (e = χd−χ) and its derivative, β, is the convergence rate parameter, choosing
β > 0, we can guarantee that the error tends to zero when time tends to infinity [27]. Deriving (3), is obtained
as:

ṡ = ë+ βė = χ̈d − χ̈+ βė (4)

substituting (2) in (4) we obtain (5).

ṡ = χ̈d − [f(χ) + g(χ)u+ w(t)] + βė (5)

The control law is composed of two terms, which are a proposed equivalent control signal (ueq) and the sliding
control signal (ust) [28];

u = ueq + ust (6)

where:
ueq = χ̈d − [f(χ) + g(χ)u+ w(t)] + βė

ust = k1
√

|s|sign(s) + k2

∫
sign(s)dt.
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3.1. Translational and altitude control
Altitude dynamic showed in (1) can be represented as (2).

z̈ =
1

m
(cosϕ cos θ)u1 −

k3
m
ż − g (7)

Thus, we can design the control law, in the same manner, to (6), obtaining:

u1 =
m

cos θ cosϕ

(
z̈d + βz ėz + k1

√
|sz|sign(sz) + k2

∫
sign(sz)dt+ w(t)

)
+ g (8)

here, the equation (8) applies to −π/2 < ϕ < π/2 and −π/2 < θ < π/2
As the following dynamic, translation in the X axis, we have to choose the virtual control signal µx =
cosϕ sin θ cosψ + sinϕ sinψ, resulting in:

mẍ = f(x) + µxu1 (9)
with control law as in (6).

µx =
m

u1

(
ẍd + βxėx + k1

√
|sx|sign(sx) + k2

∫
sign(sx)dt+ w(t)

)
(10)

In the same way, for the dynamic of Y axis, the virtual control signal is µy = cosϕ sin θ sinψ − sinϕ cosψ,
resulting in (11):

mÿ =
k2
m
ẏ + µyu1 (11)

with control law in the same way to (6):

µy =
m

u1

(
ÿd + βy ėy + k1

√
|sy|sign(sy) + k2

∫
sign(sy)dt+ w(t)

)
(12)

where expressions (10) and (12) are only valid if u1 > 0, which is true as u1 is the thrust of rotors in the
vehicle. With virtual control signals µx y µy , we can compute the desired angles for attitude control roll and
pitch as (13). [

cosϕ sin θ
sinϕ

]
=

[
cosψ sinψ
sinψ − cosψ

] [
µx
µy

]
ϕd = asin(sinψµx − cosψµy)

θd = asin

(
cosψµx + sinψµy

cosϕ

)
(13)

3.2. Attitude control
The attitude dynamics can be represented as (2), then we can design as in (6).

To roll movement, correspond the signal control u2 as (14).

u2 =Ix

(
ϕ̈d + βϕėϕ + k1

√
|sϕ|sign(sϕ) + k2

∫
sign(sϕ)dt−

(Iy − Iz)

Ix
θ̇ψ̇

)
(14)

Using the same step for the pitch dynamic, control law u3can be formulated as (15).

u3 =Iy

(
θ̈d + βθ ėθ + k1

√
|sθ|sign(sθ) + k2

∫
sign(sθ)dt−

(Iz − Ix)

Iy
ϕ̇ψ̇

)
(15)

Finally, yaw movement is controlled by u4 (16).

u4 =Iz

(
ψ̈d + βψ ˙eψ + k1

√
|sψ|sign(sψ) + k2

∫
sign(sψ)dt−

(Ix− Iy)

Iz
θ̇ψ̇

)
(16)
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4. PARAMETRIC OPTIMIZATION METHOD
Optimization of the ST-SMC controller is performed using the HGS metaheuristic algorithm. The

animals’ selective behaviour, feeding decisions, and actions inspire the HGS algorithm. The HGS is designed
and employs an adaptive weight to simulate the effect of hunger at each search step. Then, the rules most
animals follow when facing and adapting to increase the chances of getting food and surviving (games) are
modelled. Hunger games have two main phases: the approach to food and the role of hunger in motivating an
exhaustive search [29]. Figure 3 shows the sequence in which the HGS algorithm calculates each action based
on the need for food for optimisation. We can highlight that after initialising the parameters and calculating the
positions or possible solutions, the algorithm verifies in each iteration that the values are within the limits of
the search space to delimit it.

Verify individuals are
in [Blow, Bup ]

Start

Evaluate fitness of all
individuals 

t  > tmax

Calculate and renew 
hungry 

Update positions 

End

Initialize parameters 
and positions of individuals

yes

no

Figure 3. Diagram of HGS optimisation process

The process of HGS starts with an aleatory generation of the possible solutions or population and the
eighteen parameters of ST-SMC, formed by three members for each dynamic of the QUAV:

P = {βx k1x k2x βy k1y k2y βz k1z k2z βϕk1ϕ k2ϕ βθ k1θ k2θ βψ k1ψ k2ψ} (17)

where the search of each individual is in space S = [0, 10], the parameters delivered by HGS are introduced to
the controller, which in turn computes the control signals for the QUAV. Then, to evaluate the performance of
each dynamic, the error between the desired and real trajectory is measured using the mean square error:

RMSE =

√√√√ 1

N

G∑
i=1

N∑
K=0

(χid(k)− χi(k))2 (18)

where RMSE shows in (18) is the cost function and determines the direction of search of the HGS algorithm.
The cycle is repeated until the number of iterations set out is reached. The process can be seen in Figure 4.
The variables used to implement HGS are 50 individuals, 20 iterations, and 30 repetitions for both PID and
ST-SMC.
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In Figure 5, we can observe PID and ST-SMC behaviour during optimisation and show the minimal
values reached in every iteration of the HGS algorithm. In Figure 5(a), the fast convergence for PID and in
Figure 5(b), a slower convergence that reaches the smallest values while minimising error with the ST-SMC
algorithm can be observed. In Table 1, the evaluation of the performance of PID and ST-SMC is reported
through a statistic: the best, the mean, the standard deviation, and the worst values obtained while the HGS
algorithm was applied.

QUAV

Metaheuristic

Algorithm

Error

Parameters obtained

Controller

Command signals

Dynamics

 performance

Figure 4. Parametric optimization method for ST-SMC
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Figure 5. Convergence curves obtained with HGS, 20 iterations, 50 individuals and 30 repetitions (a) the
minimum values of RMSE while optimising PID and (b) the minimum values of RMSE while optimising

ST-SMC

Table 1. Experimental results of RMSE with 50 individuals, 20 evolutions, and 30 repetitions
Statistics PID ST-SMC

Best 0.036290839363412 0.017650649172323
Mean 0.627945953121468 0.018197329174221
SD 0.623996714866044 0.000564758140820

Worst 1.620029205574020 0.020239081645909

4.1. Stability test
For each dynamic, setting conditions that ensure the system’s stability is possible. For the dynamics

of Z, shown in (7), the stability is determined by Theorem1 and is tested with Lyapunov’s sense analysis.
Theorem 1. Suppose for the system of (7) the derivative of the perturbation ω is globally bounded |ω̇| ≤ ω1

with ω > 0, and the gains k1 and k2 are chosen as:

k1 > 0, k2 > 2k1ω + 4(ω
2

k21
) (19)
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then, the control law proposed in (8) will bring the dynamics to the slip surface s = 0, and the tracking error
and its derivative will asymptotically converge to zero. The theorem determines the conditions the gains k1 and
k2 must satisfy. This process is detailed in [30], and the analysis can be further explained in [31]. Substituting
the values obtained by the HGS algorithm for the dynamics of Z and the value of the perturbation ω = 1

2cos(t),
with k1 = 1.223, the value of k2 > 1.891. It is observed that the condition is satisfied so that the convergence
of the tracking errors to zero and the convergence of the dynamics to the slip surface can be ensured. The same
procedure is performed for each of the dynamics. However, for space reasons, they are not included in this
work.

5. RESULTS AND DISCUSSION
This section is divided into two parts: the results obtained from numerical simulations and the ex-

perimental results implemented in a physical platform. In both implementations, the dynamic performance of
QUAV is evaluated. First, without disturbances and then with a disturbance added to validate the execution of
trajectory tracking.

5.1. Simulation results
The dynamic model (1) is implemented through simulations to validate the behaviour of QUAV when

the ST-SMC is applied. A comparison with an optimized PID is developed to compare the robustness of
optimized ST-SMC. Calculations were performed in a Mac OS Big Sur (Intel core i9, RAM 24 GB, and 1 TB
hard disk), using MATLAB 2015a (MathWorks) for each algorithm. The gain parameters for each algorithm
are shown in Table 2. The physical parameters in (1), used for the implementation in simulations, can be found
in Table 3 obtained from [32]. The parameters to optimize the PID controller are:

P = {kpxkixkdxkpykiykdykpzkizkdzkpϕkiϕkdϕkpθkiθkdθkpψkiψkdψ} (20)

the desired trajectories are trapezoidal for translational (X and Y) and a ramp for altitude dynamic (Z) and
attitude ( ψ).

Table 2. Parameters obtained by HGS
Algorithm

Dynamic PID ST-SMC
Parameter Value Parameter Value

x

kp 9.999 β 2.0
ki 4.319 k1 2.0
kd 9.144 k2 1.997

y
kp 10.0 β 2.0
ki 4.215 k1 2.0
kd 10.0 k2 1.999

z

kp 9.99 β 1.401
ki 10.0 k1 1.223
kd 0 k2 1.898

ϕ

kp 9.882 β 0.066
ki 4.386 k1 0.0469.
kd 0 k2 1.9846

θ

kp 4.618 β 0.075
ki 0 k1 0.039
kd 0 k2 2.0

ψ
kp 10.0 β 0.089
ki 0.701 k1 0.005
kd 1.029 k2 0.005

Table 3. Parameters implemented in simulation
Parameter Value Units

Mass 0.4 kg

Moment of inertia Ix = 0.000906Iy = 0.001242, Iz = 0.002054 kgm2

Translational drag coefficient k1,2,3 = 5.56x10−04 −−
Coefficient of aerodynamic friction k4,5,6 = 0.3729 −−

Acceleration of gravity 9.81 m/s2
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5.1.1. Comparison PID-ST-SMC
In this section, the evaluation of the strategy of the ST-SMC algorithm detailed in section 3, and the

optimised PID, which is further explained in [26], is developed. Both algorithms are optimized using HGS
algorithm and tested on trajectory tracking of a QUAV. That comparison is feasible because each algorithm has
18 parameters to optimize and a similar structure. The experiments were developed without the presence of
disturbances. Results show that both algorithms track the QUAV to the desired trajectory. However, the PID
experiment presents a significant error compared with the ST-SMC response. In Figure 6, we can observe the
performance of QUAV when both algorithms are implemented. Figure 6(a) show the result of the simulation of
the PID controller. It can be seen the three-dimensional trajectory with an overshot in the X and Y axis when
the changes of direction exist. On the other hand, Figure 6(b) show a trajectory with minimal overshoot and no
oscillation when ST-SMC control is implemented. Even when the changes of direction exist, the X and Y axis
presents the smallest error compared with PID controller.

Desired trajectory

PID trajectory

(a)

Desired trajectory

SMC trajectory

(b)

Figure 6. Simulations of trajectory tracking applying PID and ST-SMC control algorithms without a
disturbance (a) QUAV performance in X-Y-Z axis with PID control and (b) QUAV performance in X-Y-Z axis

with TC-SMC control

5.1.2. Comparison of tracking performance: PID and ST-SMC controllers adding a disturbance
To validate the performance of the proposed ST-SMC under external disturbances, we introduced a

disturbance signal ω = 1
2 cos t, in the same manner as presented in [30]. In addition, we compared again

the ST-SMC response with optimized PID to show the behaviour of QUAV with each algorithm. The results
obtained from the simulation emphasise the ability of ST-SMC to contrast disturbances and demonstrate that
the PID is difficult to operate under these conditions. Figure 7 shows the tridimensional performance of QUAV
on path-following while a disturbance is applied. In Figure 7(a), we can observe the dynamic response when
PID is implemented. The movements of QUAV present oscillation of a considerable magnitude. In contrast
to PID response, ST-SMC can overcome the disturbance, maintaining a minimal tracking trajectory error in
Figure 7(b).

Desired trajectory

PID trajectory

(a)

Desired trajectory

SMC trajectory

(b)

Figure 7. Comparison of PID and ST-SMC controller tracking performance adding a disturbance (a) QUAV
Performance on X axis and (b) QUAV Performance on Y axis
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5.2. Experimental results
This section presents the experimental results obtained while applying the proposed structure:

ST-SMC optimized using the HGS algorithm to track QUAV. Experiments were developed in a platform with
the structure shown in Figure 8. The platform is composed of a motion capture system conformed by eighth
Vicon® Bonita cameras, linked by ROS that permits to known position and the attitude of a Parrot® QUAV
bebop 1 as shown in Figure 8(a). ROS is an operating system that allows us to create communication nodes
through topics: it will enable publishers to send information and subscribers to receive or read data from
the platform. We use four nodes: i) Vicon bridge, a publisher that permits access to the position and at-
titude of QUAV at all times; ii) Bebop driver, a subscriber who receives commands like land and take off
as well as control signals calculated by the controller; iii) Joy node permit us to activate the control node
through the joystick buttons; and iv) control node that links all the nodes and manages the system tasks to
command the switch of the manual to the automatic mode as shown in Figure 8(b). Desired trajectories
were the same as implemented in the simulation (section 5.1). Physical and gain parameters are shown in
Tables 2 and 3 , where all the parameters are multiplied by 1/2300 because the bebop QUAV allows signal
control around 10e− 3. That relation was found during the tests.

The performance in the experimentation was similar to that reported in the simulation results. The
QUAV successfully tracked the desired trajectory in both tests with PID and ST-SMC algorithms when it had
no disturbance. The similarity of tridimensional trajectory performance of both optimised algorithms can be
observed in Figure 9. Translational dynamics X and Y suffer an overshoot and oscillation as a result of changes
of direction in the desired trajectory, as we observed in both experiments: PID, Figure 9(a), and ST-SMC,
Figure 9(b). The altitude dynamic presents a maximum error when the trajectory is started. That is a conse-
quence of the rebound effect on the floor that diminishes as QUAV elevates. The similarity of tridimensional
trajectory performance of both optimised algorithms in Figure 9 can be observed.

nodo 1
(a)

Nodes

Vicon

Topics

Publisher

-Position

-Attitude

Bebop

Topics

Suscriber

-Movement: x,y,z

-Orientation: φ θ ψ

Joystick

Topics

Publisher

-Pulses: 0, 1

Control Algorith

Topics

Publisher: Bebop

Suscriber: Vicon

(b)

Figure 8. Structure of platform for the experimental tests (a) diagram of the experimental platform used to test
the optimised controllers and (b) structure for communication applied in the experimental platform with ROS

In Figure 10, the results of the experiment are shown when a disturbance of 1
2 sin (t) was applied.

Figure 10(a) shows the behavior of the dynamics in the axes X − Y − Z when the PID algorithm is imple-
mented. We can observe that the QUAV presents oscillations mainly in the translational dynamics. On the
other hand, when the ST-SMC algorithm is implemented, the vehicle is maintained with a minimum error dur-
ing trajectory tracking, demonstrating its robustness against disturbance as shown in Figure 10(b). Finally, data
of the experiments carried out are available in https://github.com/nasamzp/Optimization-of-a-ST-SMC-control-
for-path-tracking-3D-with-perturbations-of-a-QUAV-using-the-Huger-G.
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Figure 9. Experimental tracking performance of QUAV. The experiment developed without disturbance (a)
QUAV Performance in X-Y-Z axes with PID controller and (b) QUAV Performance in X-Y-Z axes with

ST-SMC controller
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Figure 10. Performance comparison of PID and ST-SMC controllers applying a disturbance (a) experimental
tracking performance of PID controller adding a disturbance and (b) experimental tracking performance of

ST-SMC controller adding a disturbance

6. CONCLUSION
This paper addresses the parameterisation problem of control for tridimensional tracking in the pres-

ence of disturbances of a QUAV vehicle, modelled with six dynamics. The proposed ST/SMC controller
parameters were optimised, minimising the error between the desired trajectory and the actual using the HGS
meta-heuristic algorithm. The performance of the ST-SMC controller is compared with a PID controller to val-
idate robustness. The RMSE performance index was evaluated for both algorithms in simulations using Matlab
and experimental results using a Vicon system platform. Numerical and experimental tests present likeness
performance with ST-SMC carrying out the tracking task more effectively. Tests showed that the ST-SMC
controller could overcome an applied disturbance while tracking the QUAV with a strong performance for all
dynamics. The results obtained emphasise the ability of ST-SMC to contrast disturbances and demonstrate that
the PID is difficult to operate under these conditions. The experimental results proved that the PID controller
presented the most significant error with an RSME=0.0902, compared with RSME=0.0658 of ST-SMC. The
stability of the dynamics is guaranteed, developing the stability analysis in the sense of Lyapunov for the pa-
rameters obtained by the HGS metaheuristic algorithm. Forthcoming works are implementing an optimised
ST-SMC controller in QUAV with a payload system.
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Nadia Samantha Zuñiga-Peña received his M.S. degree in mechatronics from the Poly-
technic University of Pachuca in 2018. She was a lecturer at the same university until 2020. She is a
Ph.D. student and a lecturer at the University of Hidalgo State, Pachuca, Hidalgo, Mexico. Her main
research interest is intelligent control and optimization techniques applied to mechatronics systems
and UAVs. She can be contacted at email: nadia zuniga@uaeh.edu.mx.

Norberto Hernández-Romero received the M.S. degree from the Department of Elec-
trical Engineering, Laguna Technological Institute, Mexico, in 2001, and the Ph.D. degree from the
Autonomous University of Hidalgo State, Pachuca, Hidalgo, Mexico, in 2009. He is currently a
Professor with the Advanced Research in Industrial Engineering Centre, Autonomous University of
Hidalgo State. He is also a member of the national system of researchers (SNI), where he is cur-
rently level 1. His current research interests include system identification, feedback control design,
genetic algorithms, fuzzy logic, neural networks, and its applications. He can be contacted at email:
nhromero@uaeh.edu.mx.

Juan Carlos Seck-Tuoh-Mora received the M.S. and Ph.D. degrees in Computer Science
from the Center for Research and Advanced Studies, National Polytechnic Institute, Mexico, in 1999
and 2002, respectively. He is currently a Professor-Researcher in the academic area of engineering
with the Autonomous University of the State of Hidalgo. He is also a national researcher level
2 within the national system of researchers of CONACYT. His current research interests include
cellular automata, metaheuristics, evolutionary algorithms, and neural networks to model, design,
optimize, and control engineering systems. He can be contacted at email: jseck@uaeh.edu.mx.

Joselito Medina-Marin received the M.S.and Ph.D. degrees in Electrical Engineering
from the Research and Advanced Studies Centre, National Polytechnic Institute, Mexico, in 2002 and
2005, respectively. He is currently a Professor with the Advanced Research in Industrial Engineering
Centre, Autonomous University of Hidalgo State, Pachuca, Hidalgo, Mexico. He is also a member of
the National System of Researchers (SNI), where he is currently level 1. His current research interests
include artificial neural networks, petri net theory and its applications, active databases, simulation,
and programming languages. He can be contacted at email: jmedina@uaeh.edu.mx.

Julio Cesar Ramos-Fernández received a Ph.D. in Computational Sciences in Mexico
and Ph.D. Engineering and Applied Science in France in 2008. He is a professor at Polytechnic
University of Pachuca in the mechatronics department since 2008, and he is the technical head of the
National Laboratory in Autonomous Vehicles and Exoskeletons of the PUP campus by the National
Council of Science and Technology of Mexico(CONACYT). His research interests lie in the area of
mechatronics systems, fuzzy logic modelling and control, applied to precision agriculture. He can be
contacted at email: jramos@upp.edu.mx.

Indonesian J Elec Eng & Comp Sci, Vol. 33, No. 2, February 2024: 888–900

https://orcid.org/0000-0001-6791-5393
https://scholar.google.com/citations?user=BoJs1BcAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=57222380868
https://www.webofscience.com/wos/author/record/JPA-5387-2023
https://orcid.org/0000-0001-9942-306X
https://scholar.google.cl/citations?hl=es&user=XO1mn-MAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=35956049100
https://www.webofscience.com/wos/author/record/AAD-7578-2021
https://orcid.org/0000-0003-3678-1120
https://scholar.google.cl/citations?hl=es&user=7c0NYA8AAAAJ
https://www.scopus.com/authid/detail.uri?authorId=58310020600
https://www.webofscience.com/wos/author/record/M-2604-2019
https://orcid.org/0000-0003-0937-8707
https://scholar.google.com/citations?user=PHn4tRkAAAAJ&hl=es&oi=sra
https://www.scopus.com/authid/detail.uri?authorId=56000842500
https://www.webofscience.com/wos/author/record/K-2548-2015
https://orcid.org/0000-0002-9997-6550
https://scholar.google.cl/citations?hl=es&user=ofRqLlEAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=18534450300
https://www.webofscience.com/wos/author/record/E-5971-2019

	Introduction
	Mathematical Model
	Control Strategy: ST-SMC
	 Translational and altitude control
	 Attitude control

	Parametric Optimization Method
	Stability test

	Results and discussion
	Simulation results
	Comparison PID-ST-SMC
	Comparison of tracking performance: PID and ST-SMC controllers adding a disturbance

	Experimental results 

	Conclusion

