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 Otitis is a disease that occurs in the middle ear in the form of inflammation. 

This research aims to develop an analysis model for the classification of Otitis 

disease based on knowledge patterns based on symptoms and type of disease. 

The analysis methods used include the performance of the certainty factor 

(CF), rough set (RS), artificial neural network (ANN), and decision tree (DT) 

methods. CF and RS performance can be used to generate classification rule 

patterns. These rule patterns become new knowledge in the classification 

analysis process using the concept of deep learning (DL). DL analysis with 

ANN and DT performance can work optimally in exploring and discovering 

hidden knowledge. Based on the results of performance testing, the 

combination of CF and RS in preprocessing can present a classification 

pattern of 106 rules. The output of DL analysis results is proven to produce 

precise and accurate classification results with an accuracy of 89%. Based on 

these results, the analytical model developed was proven to be effective in 

classifying Otitis disease. Not only that, this research is also able to contribute 

to updating the knowledge-based system in the classification process. 
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1. INTRODUCTION  

Otitis disease can attack any part of the human body [1]. This disease is an infectious disease with 

symptoms that often look like fluid in the middle ear and is characterized by pain and even causes a high  

fever [2]. These are some of the early signs or symptoms that are felt [3]. If this is allowed to continue it will 

result in loss of hearing function [4]. Basically, Otitis disease has several types of levels based on the symptoms 

felt by the sufferer [5]. Therefore, a classification analysis process is needed that can produce information and 

knowledge related to Otitis disease. 

Visualization analysis classification of the type of Otitis media carried out using the concept of deep 

learning (DL) gave results with an accuracy rate of 97.45% [6]. The visualization model with the concept of 

machine learning (ML) was developed to perform of the classification of Otitis media and presents quite good 

results [7]. In a different concept, using an extraction system method based on red, green, and blue (RGB) 

colors is also able to present fairly accurate classification results [8]. Analysis using classification algorithms 

can also provide significant results in presenting the classification process based on images of Otitis  

disease [9]. Based on several previous explanations, it can be seen that the classification analysis is still focused 

on one type of Otitis disease. The process presented is also still unable to provide a level of certainty so that 

the results provided are only limited to the classification process. Furthermore, the analysis process presented 

https://creativecommons.org/licenses/by-sa/4.0/
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has not carried out the initial pre-processing stage to get better analysis results. For this reason, this study 

presents a different analysis process by applying pre-processing in the early stages of analysis.  

The methods used in the pre-processing analysis include the certainty factor (CF) and rough set (RS) 

methods. This method will be used to carry out the pre-processing process in order to provide an appropriate 

classification rule in Otitis disease. CF is able to provide a level of certainty in the rules of classification [10]. 

CF can also be developed in a model to provide hypothetical conclusions [11]. Conceptually, CF works to 

provide solutions to the problem of uncertainty in identification [12]. The RS method can be developed in a 

classification model to present the stored knowledge of data [13]. RS can also provide support for the 

development of a classification model to get maximum results [14]. Hospital performance has been proven in 

many classification models presenting the effectiveness of the analysis process which is seen based on the 

output of the analysis [15]. 

The concept of analytical learning in this study uses DL. DL is a technique used in classifying by 

training network weights on a large amount of data and can produce perfect weights [16]. In general, DL has 

made a major contribution to the mining process for big data [17]. DL also has a pretty good performance 

based on the level of positivity, precision, F1 scores, and accuracy values [18]. Thus, the concept of DL is used 

in the classification of Otitis disease. Artificial neural network (ANN) is a popular method in the concept of 

DL and is used in solving problems by doing learning in the network [19]. ANN gives results by presenting a 

fairly high level of accuracy [20]. ANN is also used in problem-solving analysis to produce a better 

classification model [21]. In addition to the ANN method in classification analysis, the decision tree (DT) 

method is also used to provide an overview of the results of the classification analysis in the form of a DT [22]. 

The results of the DT analysis can be used in making decisions based on the resulting knowledge base [23]. 

DT performance can be developed in a structured classification model to provide optimal analysis results [24]. 

Based on the previous explanation, this research provides a new analytical model. The novelty of this 

research is presented in the optimized DL performance with the RS approach. This novelty is presented in the 

pre-processing analysis process to obtain precise and accurate classification rules. The resulting classification 

rule is also equipped with a certainty level CF value based on facts and knowledge of symptom data for the 

type of Otitis disease. The analysis output using the DL concept is expected to provide optimal results in 

classification. Overall, this study will present a much better analytical model than previous models for 

classifying Otitis disease. With this research, the analysis results obtained can provide new knowledge in the 

form of a knowledge-based system that can be used as a basis for decision-making. 

 

 

2. RESEARCH METHOD 

The classification process for Otitis is carried out in several stages to get the right classification results. 

These stages can be described in the form of a research framework. The research framework in conducting the 

classification process for Otitis disease can be seen in Figure 1. 

 

 

 
 

Figure 1. Research framework 
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Figure 1 is an interpretation visual of the stages carried out in the analysis of the classification of Otitis 

disease. These stages start from: i) data analysis which aims to see the indicators used in the classification 

process; ii) pre-processing analysis used to generate classification rule patterns using the concept CF and the 

rough set RS method; iii) the classification process uses the concept of DL and DT; and iv) the final process to 

measure the percentage level of accuracy and error obtained. So that the final result of this study will provide 

an information and knowledge base in the process of classifying Otitis disease. 

 

2.1.  Certainty factor  

CF is a method of presenting solutions by providing certainty in an ambiguous relationship between 

cause and effect [25]. CF is used to analyze the correlation between factors and the results obtained with the 

value of the confidence level [26]. The CF method can be seen in (1) [27]. 

 

CF ij =  
𝑓𝑖𝑗−𝑓

𝑓𝑖𝑗(1−𝑓)
 if f ij ≥  f

𝑓𝑖𝑗−𝑓

𝑓𝑖𝑗(1−𝑓)
 if f ij <  f

 (1) 

 

According to (1) is the concept used to present the value for each variable. The concept is presented 

in a mathematical calculation where CFij is the certainty factor contained in classes i and j. fij is a class i 

probability value of the variable j. 

 

2.2.  Rough set  

The rough set method is a concept used in problem-solving to eliminate ambiguity in the data [28]. 

This method can be called an unsupervised method that can process data in the form of numeric or nominal 

attributes [29]. This method works with U; K; F as a knowledge expression system to classify objects. U={x1, 

x2, x3......xn} is a domain consisting of xi as objects that represent data. A={a1, a2, a3....an} is a set of attributes 

ai (Xj) in attribute a. Existing elements refer to the input parameters. an (x) is the appropriate data for each 

impact factor. K is a description of the range of values of the attribute set A. f is also a set of information 

functions U and A, which represent the mapping U x A → K, giving the information values for each attribute 

of each object, i.e., A x U, f(x, a) K [30]. 

 

2.3.  Deep learning  

DL is a broad learning concept that has been developed for a specific purpose [31]. DL can represent 

knowledge with a fairly large data model [32]. This concept is widely used to produce a solution based on 

learning based on the data used and the results provided provide a fairly minimal error rate [33]. 

 

2.4.  Artificial neural network  

The concept of ANN is implemented in classification analysis by presenting quite good results [34]. 

Classification analysis was developed with a learning model with precise and accurate results [35]. Learning 

outcomes are proven to produce the best results based on the results of the training process and network  

testing [36]. Classification analysis with the concept of ANN adopts learning with a feedforward algorithm to 

provide optimal results [37]. The network visualization architecture model used in the learning process can be 

seen in Figure 2 [38]. 

 

 

 
 

Figure 2. Artificial neural network architecture 
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Figure 2 explains that the ANN architectural visualization model has 3 layers including the input layer, 

hidden layer, and output layer. The architectural model can be redeveloped with a multilayer model of the hidden 

layer used. The concept of ANN is a learning method that adopts human intelligence [39]. With this, the ANN 

concept can be developed in the case of Otitis disease classification analysis to provide the best results. 

 

2.5.  Decision tree  

DT is a classification method that performs the process of presenting knowledge in the form of a  

DT [40]. The resulting decisions are based on the knowledge contained in the data used [41]. The DT method 

can be seen in (2) [42]. 
 

Entropy(S) = − ∑ PS(ci)logPS(ci)𝑐
𝑖=1  (2) 

 

DT is the method used in the classification analysis process. Where used in (2), it can be seen that S 

is a set, A is a feature, ci is the number of partitions and PS is a proposition to S. On the basis of the concept 

of a DT, it will describe data in the form of symbols and produce branches in the form of decisions  

obtained [43]. The results obtained by the decision tree can present new knowledge [44]. This is what underlies 

the development of the Otitis disease classification analysis process to produce a precise and accurate 

classification model. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Pre-processing analysis 

Analysis of pre-processing data is the most vital stage in the classification process [45]. This is 

because the process can determine the direction of the problem-solving process [46]. The analysis carried out 

at the beginning is to determine indicators in the classification process. The indicators are used in the form of 

data on symptoms and types of Otitis disease. The data was obtained from an expert who served at M. Djamil 

Hospital, Padang City, West Sumatra, Indonesia. The following data on Otitis disease can be seen in Table 1. 
 

 

Table 1. Otitis disease data 
Code Disease symptoms Disease code 

Acute Otitis (P1) Otitis effusion (P2) Chronic Otitis (P3) 

G01 Ear pain √ √ √ 
G02 Easy to angry √ √   

G03 Sleep disturbance √   √ 

G04 High fever √ √ √ 
G05 Loss of balance   √ √ 

G06 Hearing disorders   √ √ 

G07 Nauseous     √ 
G08 Headache √ √   

G09 Diarrhea √ √   

G10 Decreased appetite √ √   

 

 

Table 1 explains that Otitis disease consists of 4 types including acute Otitis (P1), effusion Otitis (P2), 

and chronic Otitis (P3). Based on the disease data and symptoms in Table 1, the pre-processing process can be 

carried out using the CF concept. CF is a concept used to provide a level of confidence [47]. The CF value can 

affect the classification process to provide the accuracy of the results given [48]. The results of the pre-

processing analysis using CF can be seen in Table 2. 

 

 

Table 2. Pre-processing analysis using CF 
Ear 

pain 

Easy to 

angry 

Sleep 

disturbance 

High 

fever 

Loss of 

balance 

Hearing 

disorders 

Naus

eous 

Head

ache 

Diarr

hea 

Decreased 

appetite 

Disease 

Yes Yes No Yes No No No No No No Acute Otitis = 0.6 

No Yes Yes Yes No No No No No Yes Acute Otitis = 0.8 

Yes Yes Yes Yes No No No Yes Yes Yes Acute Otitis = 1.0 
No Yes Yes Yes No No No No Yes No Otitis effusion (0.6) 

Yes Yes Yes Yes Yes No No No Yes Yes Otitis effusion (0.8) 

Yes Yes Yes Yes Yes Yes No Yes Yes Yes Otitis effusion (1.0) 
No No No No Yes Yes No No No No Chronic Otitis (0.6) 

No No No Yes Yes Yes No No Yes No Chronic Otitis (0.6) 

No Yes No Yes Yes Yes No No Yes No Chronic Otitis (0.8) 

No Yes No Yes Yes Yes Yes No Yes No Chronic Otitis (1.0) 
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Table 2 explains that the results of pre-processing using CF provide a confidence level for the type of 

Otitis disease consisting of 0.6 (probably), 0.8 (almost certain), and 1.0 (definitely). The certainty value is used 

to generate new knowledge that will be developed at the next pre-processing stage using the RS method. RS 

can provide a pattern based on the data class grouping used [49]. In other respects, RS is also a concept that is 

implemented in the case of classification based on information [50]. The results of the presentation of the RS 

analysis process are a major contribution to the classification process [51]. The sample outputs carried out by 

the hospital can be seen in Table 3. 
 
 

Table 3. Results of preprocessing classification analysis with rough set method 
Ear 

pain 

Easy to 

angry 

Sleep 

disturbance 

High 

fever 

Loss of 

balance 

Hearing 

disorders 

Naus

eous 

Head

ache 

Diarr

hea 

Decreased 

appetite 

Disease 

No Yes No Yes No No No No No No Acute Otitis (0.6) 

No Yes No Yes No No No No No Yes Acute Otitis (0.8) 

No Yes No Yes No No No No Yes Yes Acute Otitis (1.0) 
No Yes No Yes No No No No Yes No Otitis effusion (0.6) 

No Yes No Yes Yes No No No Yes Yes Otitis effusion (0.8) 

No Yes No Yes Yes Yes No No Yes Yes Otitis effusion (1.0) 
No No No Yes Yes Yes No No No No Chronic Otitis (0.6) 

No No No Yes Yes Yes No No Yes No Chronic Otitis (0.6) 

No Yes No Yes Yes Yes No No Yes No Chronic Otitis (0.8) 
No Yes No Yes Yes Yes Yes No Yes No Chronic Otitis (1.0) 

No Yes No Yes No No No No No No Acute Otitis (0.6) 

No Yes No Yes No No No No No Yes Acute Otitis (0.8) 
No Yes Yes Yes No No No Yes No Yes Acute Otitis (1.0) 

No Yes Yes Yes No No No No No No Otitis effusion (0.6) 

No Yes Yes Yes Yes No No No No Yes Otitis effusion (0.8) 
No Yes Yes Yes Yes No No Yes No Yes Otitis effusion (1.0) 

No No No Yes Yes No No No No No Chronic Otitis (0.6) 

No Yes No Yes Yes No No No No No Chronic Otitis (0.8) 
No Yes No Yes Yes No Yes No No No Chronic Otitis (1.0) 

 

 

Table 3 is the result of pre-processing produced by the hospital to present the pattern in the 

classification. In the process, RS provides a classification pattern of 106 rules. This pattern can become new 

knowledge in the classification process to provide maximum results [52]. With the results of the pattern 

generated from the pre-processing analysis based on the CF concept and the RS method, it can be used to carry 

out the classification process for Otitis disease. 
 

3.2.  Classification analysis process 

The process of classifying Otitis disease will begin by doing learning using the concept of DL. The 

development of DL has been widely used in case classification to produce good results [53]. In another 

explanation, DL is also a concept capable of exploiting data based on the learning process [54]. DL can present 

an appropriate and accurate learning process in solving classification problems [55]. To carry out the learning 

process, the ANN method can be used in classifying Otitis disease. ANN can solve problems effectively in the 

classification process [56]. In other cases, ANN is also a method that can allocate data for the classification 

process [57]. The ANN learning process in the classification process will start from training and testing.  

The results of the training and testing carried out can be seen in Table 4. 

Table 4 explains that the training and testing process uses several network models. From this process 

the best network model in conducting the classification process is obtained with the 10-10-5-5-2 model. This 

model consists of 1 input layer with 10 units. 3 hidden layers with 10-5-5 units. and 1 output layer with 2 units. 

This model provides a fairly good value of accuracy, error, gradient, sensitivity, and validation. The form of 

visualization of the picture of the learning process can be seen in Figure 3. 

Figure 3 presents the results of learning visualization with interpretation based on performance.  

Figure 3(a) explain the performance graph product, Figure 3(b) explain the validation result, Figure 3(c) explain 

the histogram graph and Figure 3(b) explain the training and testing output graph. These results show that the 

DL concept using the ANN method can provide training and testing results with an accuracy of 89%. 

Visualization of the comparison results of ANN learning output can be seen in Figure 4. 

Figure 4 explains that the visible classification visualization results have given the right results.  

This result can be seen by comparing the output with the classification target. To get a better classification 

analysis result. the Otitis disease classification process is continued by using the DT method. This method can 

interpret the output of the classification in the form of a DT [58]. The DT concept provides a problem-solving 

solution in the classification process [59]. The DT work process performs grouping based on membership in 

the data [60]. The results of the classification using the DT method are presented with a decision tree which 

can be seen in Figure 5. 
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Table 4. ANN training and testing 
Single hidden layer 

Architecture Training Testing 
Accuracy MSE Gradie

nt 

Sensivi

ty 

Validat

ion 

Accuracy MSE Gradient Sensiv

ity 

Validati

on 

(10-3-1) 99.7037 0.2963 0.0003 0.9654 0.8977 99.9919 0.0081 0.0034 0.9359 0.9655 
(10-7-1) 99.9859 0.0141 0.0214 0.9589 0.9263 99.9851 0.0149 0.0006 0.9537 0.9829 

(10-13-1) 99.9868 0.0132 0.0004 0.9678 0.7849 99.9841 0.0159 0.0013 0.9743 0.8814 

(10-17-1) 99.9756 0.0244 0.0009 0.8320 0.8410 99.9896 0.0104 0.0004 0.9460 0.9417 
(10-20-1) 99.9787 0.0213 0.0003 0.9794 0.8759 99.9840 0.0160 0.0001 0.9609 0.9646 

Multi hidden layer 

(10-5-5-2) 99.9831 0.0169 0.0114 0.9540 0.8689 99.9948 0.0052 0.0011 0.9632 0.8399 
(10-10-5-2) 99.9799 0.0201 0.0006 0.9699 0.8688 99.9958 0.0042 0.0002 0.9768 0.8733 

(10-10-10-2) 99.9846 0.0154 0.0008 0.9813 0.9210 99.9890 0.0110 0.0003 0.9634 0.9735 

(10-5-5-5-2) 99.9702 0.0298 0.0037 0.8916 0.8484 99.9840 0.0160 0.0112 0.9694 0.8917 
(10-10-5-5-2) 99.9886 0.0114 0.0017 0.9742 0.9353 99.9948 0.0052 0.0018 0.9532 0.9914 

(10-10-10-5-2) 99.9852 0.0148 0.0002 0.9836 0.8126 99.9914 0.0086 0.0005 0.9735 0.9335 

(10-5-5-5-5-2) 99.9860 0.0140 0.0124 0.9043 0.8800 99.9925 0.0075 0.0033 0.9749 0.6273 
(10-10-10-5-5-2) 99.9749 0.0251 0.0001 0.9629 0.9237 99.9934 0.0066 0.0002 0.9241 0.9543 

(10-10-10-10-5-2) 99.9765 0.0235 0.0004 0.9680 0.8373 99.9843 0.0157 0.1123 0.9427 0.8724 

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 3. ANN learning graph: (a) analysis performance can be presented at the resulting error rate of 

0.0016358; (b) validation of ANN performance results; (c) histogram graph shows the average ANN analysis 

process of 0.00148; and (d) ANN learning graph from the training process and testing 

 

 

Figure 5 is a representation of the results of the classification visualization using the DT method. This 

DT description is also able to provide good results. The classification pattern obtained in the previous pre-

processing can have a positive impact on the classification process for Otitis. Based on the discussion, the 

results provided provide excellent results from the classification analysis process in Otitis disease. 
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Based on the discussion, this research contributes to the development of an analysis model for the 

classification of Otitis disease. This analysis model has been able to provide novelty that can optimize the 

previous classification process. Optimization of the classification process can be seen based on preprocessing 

performance in presenting precise and accurate classification rule patterns. The analysis pattern is presented 

based on the certainty value obtained based on the CF output. The overall analysis results presented are quite 

effective in carrying out classification analysis. Not only that, this research can also present a knowledge-based 

system that can be used as a basis for decision-making. 

 

 

 
 

Figure 4. Deep learning classification learning results: the performance of DL classification analysis with a 

sample target value of 0.1443 presents a result of 0.1000 indicating that DL is suitable for recognizing 

analysis patterns 

 

 

 
 

Figure 5. Decision tree in Otitis disease classification 

 

 

4. CONCLUSION 

The classification analysis developed by optimizing the performance of DL using the RS approach 

has been able to present a new analysis model for the classification of Otitis disease. The novelty of the model 

is demonstrated quite well in preprocessing with the performance of the CF and RS methods in producing 

classification pattern rules. The CF method explicitly provides certainty for each classification indicator used. 

This classification rule pattern will work optimally in DL learning with the performance of the ANN and DT 

methods. Based on the overall results. the analytical model developed provides maximum results and is better 

than the previous model. Furthermore, this research can be useful for providing new knowledge in carrying out 

the classification analysis process for Otitis. 
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