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Abstract 
In this paper we study how to discover the co-evolution of topics and communities over time in 

dynamic social networks. We present a topic model-based approach that automatically captures the 
dynamic features of communities and topics evolution. Our model can be viewed as an extension of the 
LDA model with the key addition that it can not only detect communities and topics simultaneously but also 
work in an online fashion. Instead of modeling communities and topics in statistical manner, the proposed 
model can simulate the user’s interests drifting at different time epochs by taking into consideration the 
temporal information implied in the data, and observe how the community structure changes over time with 
the evolution of topics. Experiments on real-world data set have proved the ability of this model in 
discovering well-connected and topically meaningful communities and the co-evolution pattern of topics 
and communities. 
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1. Introduction 
The rapid development of online social networks has tremendously changed the way of 

people to communicate with each other. A lot of user-generated content is available on these 
online social networks. The rich source of text information can be exploited to extend the 
traditional social graph. Specifically, incorporating both linkage structure and text informant can 
provide a unique ability of detecting latent social structure among group of users. In this paper, 
we address the problem of automatically discovering latent communities of users from observed 
textual content and their relationships.  

The study of community structure in networks is primarily based on the graph 
partitioning algorithm [1-6] and probabilistic model. The method presented in [1] is based on 
agglomerative algorithm where edges are removed from the network iteratively to split it into 
communities. These methods are purely based on graph partition algorithm, and they fail to 
account for other node attributes and communication content information.Meanwhile, the 
probabilistic generative models [7-10] have been gained significant attention in recent years. 
SSN-LDA [9] defines community as a distribution over the social link space. LDA-G [10] simply 
adapts the original LDA model for community discovery in a social graph, they merely consider 
the link structure in a graph. Several methods for analyzing the evolution of topics in large-scale 
corpora have been proposed [11-17]. These include the Dynamic Topic Model (DTM) [12], the 
Continuous Time Dynamic Topic Model (CTDM) [13] and Topic over Time (TOT) [14]. 

In this paper, we propose a probabilistic topic model to detect latent communities in a 
social network based on semantic information and the social relationships between users. In 
contrast to the previous works, the approach naturally allows the topic model to work in an 
online fashion. In such a way the user’s interests drifting at different time epochs can be 
observed, and the evolution of topics, in turn, determine the changes of communities’ structure 
and their topical features over time. In our work, we consider community and topic as different 
latent variables. The model cannot only discover communities and topics simultaneously, 
enable them to benefit each other, but also track the evolution of discovered communities and 
topics over time, which is useful in understanding the dynamic features of social networks. 
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2. Proposed Method 
Definition 1 (Topical community). A topical community is a group of users with more 

similar communication interests and stronger relationship strength between them within the 
group than between groups. 

Definition 2 (time-stamped social graph). Let G୲= (U, E,X,W) be the directed and 
weighted social graph at epoch t, where U is the user set in G୲ and E is the link set where ݁௜௝E 
denotes a directed link from useri to userj which corresponds to a relationship betweeni and j.X 
is the set of weights where ݔ௜௝ is the weight of the link ݁௜௝. We denote the weight as the strength 
of relationship from user i to user j.W is the set of user-generated texts. 

Definition 3 (Relationship strength). In our work, the relationship strength is the 
intensity of interactions such as mention, retweet between two connected users. We assume 
the stronger the relationship, the more number of interactions will take place between two users 

Definition 4 (time-stamped documents). A collection of user-generated content are 
assumed to be divided into so called “epochs”. The content generated by user u at the current 

epoch t is represented byw୲,୳ ൌ ሼw୲,୳,୬ሽ୬ୀଵ
୒౪,౫, i.e. the set of words in the content.We assume that 

the epoch t is a discrete variable, a time epoch can be a day, a month, or a year. 
 

2.1. Model 
The graphic model representation of our model which we present in this paper is 

illustrated in Figure 1. In this model, the mixture components, i.e. communities and topics, are 
shared explicitly across all time epochs, but the mixing weights of each component evolve over 
time, for example, some topics may become more popular while others may become outdated. 

 

 
 

Figure 1. Graphical Model Representation of the Proposed Dynamic Model 
 
 
At time epoch t, the proposed model consists of two parts. First, we model the interests 

of each user in the corpus. Specifically, we represent each user as a multinomial distribution 
over topics ߠ௧, thus each word written by the user is generated from one topic selected from the 
distribution. In order to model the evolution of topic, we assume that the current topic at epocht 
can be generated in two ways, either depending on the topic distribution of the previous time 
epochs or being not influenced by historical information but current status. In the model, we use 
a parameter s to control the influence situation. The s is generated from a Bernoulli distribution 
whose parameter is ߜ. When s = 0, a new topic distribution will be sampled from symmetric 
Dirichlet distribution α. When s = 1, it means user’s current interest is determined by his 
previous status. In this case, we assume topic smoothly changes from time t-1 to t. A topic with 
a higher mixture weight at the current epoch is more likely to have a higher weight in the next 
epoch. Motivated by dHDP [15], the priors of a topic z at epoch t can be constructed as follows: 

௧,௭ߙ ൌ ݐሺߟሼെ݌ݔ௧෍݁ݏ െ ߬ሻሽ݊ఛ,௭ ൈ ሺ1 െ ߙ௧ሻݏ

௧ିଵ

ఛୀଵ
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Where η is a smooth parameter, ݊௧,௭ is the number of words assigned to topic z at time epoch t. 
The second stage of the generative process is derived the community membership for user 
depends on this user’s topics. Hence, we select a community assignment for a specific user 
from the topic-community distribution λ and finally each link (interaction) of this user generated 
from the community-specific distribution. 

Thus, the generative process for time epoch t of the proposed model is given as follows: 

a) For each community ܿ௧C, draw a multinomial distribution ሬ߰Ԧ௖೟~ Dirichlet (ߛԦ) 

b) For each topic ݖ௧K, draw a multinomial distribution ሬ߮Ԧ௭೟~ Dirchlet(ߚԦ) 
c) For each topic ݖ௧K, draw influence probabilityߜ௧ ~ Beta(π) 
d) For each user iU: 

(1) Draw an influence indicator ݏ௧,௜~ Bernoulli (ߜ௧) 

(2) Draw a multinomial topic distributionߠԦ௧,௜~Dirichlet (ߙԦ௧) 

(3) For each topicݖ௧K, draw community distributionߣԦ௧,௭~ Dirichlet(ߝԦߣԦ௧ିଵ,௭) 
(4) For each word ݓ௧,௜,௝ ௧ܰ,௜ associated with user i: 

a. Draw a topic ݖ௧,௜,௝~ Multinomial(ߠԦ௧,௜) 
b. Draw a word ݓ௧,௜,௝~ Multinomial( ሬ߮Ԧ௭೟,೔,ೕ) 

(5) For each linkݒ௧,௜,௝ܯ௧,௜ for user i: 

a. Draw a topic ݖ௧,௜,௝~ Multinomial(ߠԦ௧,௜) 

b. Draw a community ܿ௧,௜,௝~Multinomial(ߣԦ௧,௭೟,೔,ೕ) 

c. Draw a link ݒ௧,௜,௝~Multinomial( ሬ߰Ԧ௖೟,೔,ೕ) 

 
The graphical model representation is shown in Figure 1 where the gray circles 

correspond to observed variables of textual information and link information respectively. Others 
denote the latent variables and parameters. This generative model represents content 
information as a mixture of topics and link information as a mixture of communities. At epoch t, 
wefirst generate topic for each word for a specific user u from multinomial ߠ௧,௨, and the topic for 
each word generated by this user represents the interests of him. Then we generate the 
community assignment for this user depending on the user and the topics which the user is 
really interested in. ߣ௧,௭represents the community distribution for topic z. The 
communitymembership of a user is derived from the topic’s community mixture. In other words, 
users who share series of topics with each other should be members of the same community. 
The link information was assumed to be random mixture over communities, and each link of a 
user was finally generated from the community-specific distribution.  

At first epoch t = 1, the topic distributionߠଵ,௨ is drawn from a Dirichlet prior α, and the 
topic-community distribution ߣଵ,௭ is drawn from a Dirichlet priorε, where α and ε are initialized to 
symmetric constant, as done in original LDA modeling. 

Formally, let Z and C be the set of latent topics and latent communities respectively, W 
be the set of words in the corpus, V be the set of interactions that were observed on the social 
graph. The joint probability on the texts, links and the latent variables at epoch t is given by: 

 
P൫W୲,V୲,Z୲,C୲,S୲|α,β, ε, γ,α୲,δ୲൯                                                                                                         

ൌ P൫W୲|Z୲;φ୲൯P൫V୲|C୲;ψ୲
൯PሺZ୲|θ୲ሻPሺC୲|Z୲, λ୲ሻPሺλ୲|λ୲ିଵ, εሻ  ൈ P൫φ

୲
|β൯P൫ψ

୲
|γ൯Pሺθ୲|α୲, S୲ ൌ iሻ

ൌ  නෑෑpሺw୲,୧,୬|φሬሬԦ୸౪,౟,౤ሻෑpሺφሬሬԦ
୸౪
|βሬሬԦሻ dφ

୏

୸ୀଵ

୒౪,౟

୬ୀଵ

୙

୧ୀଵ

ൈ නෑෑpሺv୲,୧,୬|ψሬሬԦୡ౪,౟,౤ሻෑpሺψሬሬԦ
ୡ౪
|γሬԦሻ dψ 

େ

ୡୀଵ

୑౪,౟

୬ୀଵ

୙

୧ୀଵ

   

ൈ නෑෑpቀz୲,୧,୬ቚθሬԦ୲,୧ቁ p ቀc୲,୧,୬ቚλሬԦ୧,୸౰౪,౟,౤ቁ

୑౪,౟
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୙
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୏
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୙
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ൈ  නෑሺෑpቀz୲,୧,୬ቚθሬԦ୲,୧ቁ p ቀθሬԦ୲,୧ቚα୲ሬሬሬԦ, s୲,୧ቁሻ
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୬ୀଵ

୙
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 dθ ൈෑp൫s୲,୧|δ୲൯

୙
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pሺδ୲|πሬሬԦሻdδ 
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2.2. Parameter Estimation 
We adopt the collapsed Gibbs sampling, a stochastic approach for approximate 

inference in high-dimensional models. We need to derive ݌ሺܿ௜ ൌ ܿ|ܼ௧, ,௧,ି௜ܥ ௧ܸ , ௧ܹ, ,ߠ ߮, ,ߣ ߰ሻ and 
௜ݖሺ݌ ൌ ,௧ܥ,௧,ି௜ܼ|ݖ ௧ܸ, ௧ܹ , ,ߠ ߮, ,ߣ ߰ሻ, the conditional distribution of a community and topic based on 
all other variables. In particular, the conditional distribution of the topic assignment (when ݏ௧ ൌ
1) is given while the other case (when ݏ௧ ൌ 0) is omitted due to the space limited. 

 

௜ݖ൫݌ ൌ ,௧ܥหݖ ܼ௧,ି௜, ௧ܸ , ௧ܹ , ௧ܵߠ, ߮, ,ߣ ߰൯ ൌ ൫ܿ௜݌ ൌ ܿ, ௜ݖ ൌ ,ݖ ௜ݓ ൌ ,ݓ ௧ݏ ൌ 1ሻ|ܼ௧,ି௜, ,௧,ି௜ܥ ௧ܹ,ି௜, ,ߠ ߮, ,ߣ ߰൯                        

ൌ  
݊ି௜,ሺ௧,௭ሻ
ሺ௪ሻ

൅ ߚ 

݊
ି௜,ሺ௧,௭ሻ

ሺ.ሻ
൅ ߚܶ

 ൈ 
݊ି௜,ሺ௧,௭ሻ
ሺ௖ሻ

൅ ௧ିଵ,௭ߣߝ 

݊
ି௜,ሺ௧,௭ሻ

ሺ.ሻ
൅ ߝܥ

 ൈ
݊ି௜,ሺ௧,௨ሻ
ሺ௭ሻ

൅ ௧,௭ߙ

∑ ሺ݊ି௜,ሺ௧,௨ሻ
ሺ௭ሻ

൅ ௧,௭ሻߙ
௄
௭ୀଵ

ൈ
ିܰ௜,ሺ௧,௭ሻ
ሺଵሻ

൅ ߟ

௧ܰ,௭
ሺଵሻ
൅ ߟ2

 

 

Where ݊ି௜,ሺ௧,௭ሻ
ሺ௪ሻ  is the number of times of wordwassigned to topic z at epoch t, excluding the 

current word i. ݊ି௜,ሺ௧,௭ሻ
ሺ.ሻ  is the total number of words assigned to topic z at epoch t excluding 

current word i. Similarly, ݊ି௜,ሺ௧,௭ሻ
ሺ௖ሻ  is the number of times of community c sampled from topic z at 

epoch t, not including the current community. ݊ି௜,ሺ௧,௨ሻ
ሺ௭ሻ  is number of words generated by user u at 

epoch t assigned to community topic z, not including the current one. The last term measures 
the probability of having the influence indicator variable s equal to 1. Further, the conditional 
distribution of a community assignment is given by: 
 

൫ܿ௜݌   ൌ ܿหܼ௧, ,௧,ି௜ܥ ௧ܸ , ௧ܹ , ,ߠ ߮, ,ߣ ߰൯  ൌ ൫ܿ௜݌ ൌ ܿ, ௜ݒ ൌ ,௧,ି௜ܥ|ݒ ௧ܸ,ି௜, ,ߠ ߮, ,ߣ ߰൯  ൌ  
݊ି௜,ሺ௧,௖ሻ
ሺ௩ሻ

൅ ߛ 

݊
ି௜,ሺ௧,௖ሻ

ሺ.ሻ
൅ ߛܧ

 ൈ 
݊ି௜,ሺ௧,௭ሻ
ሺ௖ሻ

൅ ௧ିଵ,௭ߣߝ 

݊ି௜,ሺ௧,௭ሻ
ሺ.ሻ

൅ ߝܥ
 

 

Where ݊ି௜,ሺ௧,௖ሻ
ሺ௩ሻ  is the number of times of user v assigned to community c at epoch t, not including 

the current user. ݊ି௜,ሺ௧,௖ሻ
ሺ.ሻ  is the total number of users assigned to community c at epoch t, not 

including the current one. 
Finally, the multinomial parameters ߠሺ௧,௨ሻ,௭, ߣሺ௧,௭ሻ,௖, ߮ሺ௧,௭ሻ,௪,߰ሺ௧,௖ሻ,௩ are obtained as follows: 

 

ሺ௧,௨ሻ,௭ߠ ൌ ሽݑ|ݖሼ݌ ൌ  
݊௧,௨
ሺ௭ሻ
൅ ௧,௭ߙ

∑ ሺ݊௧,௨
ሺ௭ሻ
൅ ௧,௭ሻߙ

௄
௭ୀଵ

  ߮ሺ௧,௭ሻ,௪ ൌ ሽݖ|ݓሼ݌ ൌ  
݊௧,௭
ሺ௪ሻ

൅ ߚ 

݊௧,௭
ሺ.ሻ
൅ ߚܶ

 

ሺ௧,௭ሻ,௖ߣ ൌ ሽݖ|ሼܿ݌ ൌ  
݊௧,௭
ሺ௖ሻ
൅ ௧ିଵ,௭ߣߝ 

݊௧,௭
ሺ.ሻ
൅ ߝܥ

        ߰ሺ௧,௖ሻ,௩ ൌ ሽܿ|ݒሼ݌ ൌ   
݊௧,௖
ሺ௩ሻ

൅ ߛ 

݊௧,௖
ሺ.ሻ
൅ ߛܧ

 

 
 
3. Results and Analysis 
3.1. Dataset Description 

Here, we present the data collected from Twitter. Since our goal is to explore the 
relationship between user’ interests and their interactions in the social network, we need to 
collect information about users, content and link structure. The content in Twitter refers to 
tweets. And we connect two users only if an interaction took place between them via mention 
actions (@user name) or retweet actions (RT), each link weighted by counting the number of 
times these actions have taken place between the two users. All the data is collected via Twitter 
API from July 1, 2012 to October 31, 2012. We applied pre-processing to tweets content by 
removing non-English tweets, punctuations and stop words. We also excluded a small number 
of short tweets, in which less than ten words remained in the bag of words after the stop-words 
had been removed. Finally, our collection contains 3054 users, 183675 links and 137633 
distinct words. For simplicity, the unit epoch was set to one month, so there were 4 epochs (i.e. 
July, August, September and October). 

 
3.2. Experiment Results 

Our model is evaluated in three problem domains: the evolution of topics, the evolution 
of communities, and the dynamic relationship between topic and community. Z and C, the 
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number of topics and the number of communities respectively are fixed and shared across all 
time epochs. We set the number of communities C at 10 and topics Z at 20. 

 
3.2.1. Topic Trend Analysis 

To analyze the evolution of the topics over time, e.g. whether they are emerging or 
declining, we calculate the topic popularity along four time epochs. The more users who 
communicated on a topic, the more popular the topic is. Because each user is interested in 
each topic with a different degree, the popularity of topic z at epoch t is formally defined as: 

 

,ݖሺݕݐ݅ݎ݈ܽݑ݌݋݌ ሻݐ ൌ  
1

|ܷ|
෍ ሿݖ௧,௨ሾߠ

௨∈௎

 

 
Where ߠ௧,௨ is the topic distribution for user u at epoch t, which indicates the level of participation 
of each user in each topic.   

In Figure 2, we present the mixing proportion of topics at each epoch. Each topic is 
represented by a stripe. The width of a stripe corresponds to the popularity of the corresponding 
topic over time. The wider the stripe, the more popular the topic is. From Figure 2, we find that 
the popularity of most topics in each epoch varied smoothly. Since the mixture proportion for 
each topic may be influenced by the history topics information, the users’ topic (interest) may 
not change too much between adjacent epochs; but after a long time, interests may drift. 

 

 
Figure 2. Overview of the Evolution of Topics 

 
 

3.2.2. Community Evolution Analysis  
In our model, a community assignment of a user is dependent on the user and his 

inherent interest (latent topics). Therefore, the community structure and its topic distribution also 
change according to the topic evolution over time. In order to reveal the hidden evolution 
patterns of communities, we selected two communities for the comparative analysis. 

For each community, we can get the topic distribution at each epoch. The topical 
interest of each community can be described by the most occurring topics in it. Those topics 
correspond to the most representative topics for the selected community. Formally, given a 
selected community c, the set of most important topics Repr୸,ୡ can be computed as: 

 

௭,௖ݎ݌ܴ݁ ൌ ݊ ݔܽ݉ ݃ݎܽ
௭∈ሾଵ:௄ሿ

൝෍ߣ௧,௭,௖

ସ

௧ୀଵ

ൡ 

 
Where n argmax denotes the function returning the n topics with the highest values. On this 
way, we can have an overview of topics in the community.  

In Table 1 we give top five topics (n = 5) and their corresponding key words for each 
community. For example, the dominant topic in community 1 is topic7 (recall that topic7 is about 
presidential election) and the topmost topic in the community 4 is topic13 (sports). 
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Table 1. Top Five Topics in Community 1 and Community 4 
Community 4 

Topic 
13 

0.188
2 

Topic 
18 

0.1081 Topic 11 0.0674 Topic 7 0.0604 Topic10 0.0412 

nfl 0.189
1 

fishing 0.0345 Olympics201
2 

0.0561 vote 0.0561
8 

teaching 0.0248 

footba
ll 

0.053
0 

Friday 0.0237 BBC 0.0275 presidenti
al 

0.0275
3 

educatio
n 

0.0214 

player 0.017
3 

weeken
d 

0.01774 Soccer 0.0117 cnn 0.0117
3 

academi
c 

0.0122 

shot 0.009
6 

night 0.00843 beer 0.0082 election 0.0082
3 

math 0.0105 

espn 0.093
5 

great 0.00504 succeed 0.0076 campaign 0.0076
6 

examine 0.0781
0 

Community 1 
Topic7 0.2318 Topic 9 0.0981 Topic 8 0.0708 Topic 11 0.0678

2 
Topic13 0.0532 

president 0.0830
5 

iPhone 0.0543
2 

Twitter 0.0288
3 

London 0.0223 game 0.0225 

Romney 0.0729
2 

Apple 0.0539
6 

Social 0.0257
3 

Olympics 0.0117 espn 0.0117 

election 0.0252
8 

iPhone 
5 

0.0478
2 

Facebook 0.0222
5 

USA 0.0084
5 

shot 0.0085 

speech 0.0206
5 

launch 0.0344
0 

Youtube 0.0163
4 

Live 0.0076
2 

winning 0.0076 

presidentia
l 

0.0145
5 

mobile 0.0223
8 

Google 0.0123
9 

wining 0.0070
3 

dead 0.0574 

 
 
To have a clear insight into the evolution in each community over time, we 

furtherleveraged the JS (Jensen-Shannon) divergence to measure the similarity between 
communities generated at different epochs. JS (p || q) represents the dissimilarity between two 
probability distributions p and q, which is defined as: 

 

��ሺ�,�ሻ ൌ
1

2
ሾ��ሺ�,�ሻ ൅��ሺ�,�ሻሿ 

 
Where KL (p, q) is the Kullback-Leibler divergence and m ൌ 0.5ሺp൅ qሻ. To compute the 

JS-divergence between two communities, we represent each community as a vector of 

probabilities over topics ൛��,�ൟ�ୀ1

�
and a vector of probabilities over links൛��,�ൟ�ୀ1

�
. The topic 

similarity and link structure similarity of community 1 between different time epochs were 
calculated and displayed in Figure 3(a) and (b), respectively. All of the results exhibit ahigh 
similarity between two contiguous time periods. Especially, link structure of community 1 does 
not change significantly for the entire time epochs. This may be because there are strong 
evolution dependencies between these epochs. By constructing the priors as a weighted 
combination of the history information, the distribution of each component at epoch t is 
influenced by its past distribution. Consequently, community structure and topic between 
adjacent epochs may stay the same or change smoothly. However, the similarity between 
epoch 1 and epoch 4 is relatively smaller than others, which means the community has changed 
after a long time. 

 

Figure 3. Similarity Comparisons of Community 1 in (a) Topics, (b) Link structure over all 
epochs 
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To better understand the evolution behaviors as above illustrated, the evolutionary 
process of topics profile for a specific community 1 over all epochs is presented in Figure 4. 
Topical peaks for a community indicate the dominant topics for that particular community. We 
can see that topic7 is very prominent in community 1 across all epochs. This has been expected 
because topic7 is related to the “US presidential election in 2012”, which is the most dominant 
and widely discussed topic in the selected dataset. However, topics can rise and fall in 
prominence. It is not necessary for every topic distribution to stay the same at different 
evolutionary epochs. Topic11 (“the2012 Olympics”) is clearly identified in community 1 by our 
model, and our model correctly shows its rise and fall in prominence during the four epochs. 
These analysis results demonstrate that our model can not only model the temporal evolution of 
topics over time based on historical information, but also capture the emerging topics during the 
evolutionary process, which can be done by sampling the influence indicator s. 

 
 

 
Figure 4. Topic Evolution of Community 1 Over All Epochs 

 
 

3.2.3. Perplexity Analysis 
Perplexity is a common criterion for evaluating the quality of clustering. It measures the 

predictive performance and the ability of a model to generalize to unseen data. The higher the 
predictive performance is, the lower the perplexity will be, and hence, better generalization 
performance can be achieved. We compute the perplexity of observing both link structure and 
words. 

We divided the data into training set D and test set�෩randomly. Let N be the size of 
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Figure 5. Perplexity Value for (a) No. of topics, (b) No. of communities 
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We examined the perplexity value for each epoch on different setting of topic number 
and community number. Figure 5(a) plots the perplexities against the number of topics, the 
number of communities was set to 10 for this experiment. In both epochs, the perplexities can 
get their minimum at around 20 topics. Figure 5(b) plots the perplexities against the number of 
communities. For both epochs, the perplexities get their minimum at around 10 communities. 

 
 

4. Conclusion 
With the advent of online social networking,various modes of communication enable 

users not only to create relationships with others but also to share interests by generating texts. 
In this paper, we present a unified probabilistic generative model that not only detect 
communities and topics in social networks simultaneously, but also capture the dynamic 
features of communities and topics evolution. This model extends prior works on community 
discovery by incorporating both the temporal information of relationships and the textural 
content generated by users. Community is detected dependent on not only the explicit links 
between individuals but also the topics they communicate about. The model is able to identify  
important consistent topics, as well as capture the emerging topics which are intensively 
covered only in a certain time period. The experiment results are demonstrated that the model 
have the capability to detect well-connected and topically meaningful communities and the co-
evolution of communities and topics. 
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