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Abstract 
Research on the community detection in social tagging networks has attracted much attention in 

the last decade. Extracting the hidden topic information from tags provides a new way of thinking for 
community detection in social tagging networks. In this paper, a topic tagging network by extracting several 
topics from the tags through using the Latent Dirichlet Allocation (LDA) model is built firstly. Then a topic 
distance between users is defined, which depends on the bookmarking relationships between users and 
tags. Further, a modularity clustering approach based on the topic distance is proposed to detect 
communities in social tagging networks. Empirical studies on real-world networks demonstrate that the 
proposed method can effectively detect communities in tagging networks. 
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1. Introduction 

Community detection provides an important way to further understand and apply social 
networks, that is, identifying communities or groups in which nodes are densely connected 
inside while loosely connected outside through some methods. As one successful kind of social 
networks, social tagging networks such as Del.icio.us, CiteULike and Flickr have developed 
fastly in the past several years. In social tagging networks, users can easily use tags to 
organize, share and retrieve online resources, which has different meaning in different 
environments, for example, Web pages in Del.icio.us, research papers in CiteULike and photos 
in Flickr. At the same time, those tagging networks have created large amounts of tagging data 
which have attracted more and more researchers to pay attention to identify potential 
community structure in social tagging networks. 

At present, there are many different community detection approaches, and two kinds 
among them are applied more [1]. The first is traditional topology-based community detection 
approach, which maps the real world network into a graph structure with nodes representing 
users in real world network and edges representing the interaction relation between users. 
Community detection approach based on graph partitioning or clustering tries to detect 
subgraphs with high density, such as GN algorithm [2], K-L algorithm [3], the spectral bisection 
method [4] and so on. But those methods mostly research on the structural properties of 
community, ignoring other important characteristics, especially the theme characteristics of 
community, for example, users belong to a community tend to have similar hobbies, social 
function, occupation, interest or viewpoint on the same topic and so on. Therefore, another 
topic-based community detection methods has been widespread concern, that is, considering 
the text information in networks and detecting communities according to the content users 
published. Hierarchical clustering based on distance or similarity metrics is a common one. The 
topic-modeling approach [5] is another topic-based community detection approach, such as 
Latent Dirichlet Allocation (LDA) [6] and its various variations, for example, Author-Topic model 
[7], Community-User-Topic model (CUT) [8], Topic-User-Topic model (TUCM) [9] and so on. 
And discovering communities consisting of similar users is an important problem and can find 
practical applications in sociology, biology, computer science and other areas. There has been 
some related work about how to define the similarity between users based on which people are 
grouped into communities. One common approach is to treat communities as group of nodes in 
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social network that the connection among themselves are more densely than with the rest of 
network, which makes the community detection a graph clustering problem. In Sachan’s work 
[9], communities are considered as “groups of users (nodes) who are interconnected and 
communicate on shared topics”. This paper follows the viewpoint about communities. 

In this paper, we propose a community detection approach based on topic distance 
which is short for TDSHRINK, combining topic information with modularity clustering approach. 
To summarize, this work contributes on the following aspects: (1) We define a topic distance 
based on the bookmark relationship between users on same topics. (2) A new modularity 
clustering algorithm based on topic distance in social tagging networks is proposed, that is, 
grouping two users into a community if they are interested in the same topics. (3) The algorithm 
we proposed can detect overlapping communities, that is, a user is allowed to belong to multiple 
communities. And the accuracy and efficiency of our algorithm are improved compared with 
other methods based on modularity. 

This paper is organized as follows. We introduce the related work on LDA model and 
modularity in Section 2. The formal definition is presented in Section 3. In Section 4, we 
describe the topic distance-based modularity clustering algorithm specifically. The experimental 
results are presented in Section 5. Finally, we conclude in Section 6. 
 
 
2. Related work 

Our work is related to two research areas: LDA model to extract latent topics and 
community detection approach based on modularity optimization. 
 
2.1. Topic Model LDA 

In real life, we always want to find a brief description or summary to represent or reflect 
the feature information of a large-scale dataset. For example, extracting several topics to 
represent the total text dataset, while the topic model is the model which can effectively analyze 
large amounts of text [10]. The most widely used in the topic model is LDA model, which is a 
topic generation tool by Blei et al. [6] proposed in 2003. LDA is a three-level hierarchical 
Bayesian model, in which a topic is simulated as the distribution of different words, each article 
is constituted by a mixture of several different topics. So the topic generation process is a 
probabilistic generation process. LDA uses a -dimensional Dirichlet random variable to 
represent the probability distribution over document and topics, simulating the generation 
process of documents, which is mainly used to identify the hidden topic information from large-
scale document set or corpus. In recent years, LDA model and its various extended LDA 
models have increasingly been used in image processing, natural language processing and 
other fields. Moreover, in the context of tagging systems, where multiple users are bookmarking 
resources with multiple tags, the resulting topics can reflect a shared view of users on the 
document, and the tags belonging to the topics can reflect a common vocabulary. So it is 
possible to consider that using LDA model to extract topics information from social tagging 
networks. 
 
2.2. Modularity Optimization 

The modularity function  is the most widely used indicator to characterize the strength 
of community features, which is first proposed by Newman et al. [11] in 2004. And with times go, 
it becomes a standard to measure how is the result of community detection, which is defined as: 

 

        (1) 

 
Where  is the fraction of the number of edges in community  to the number of edges in the 
graph, and  is the fraction of the number of the edges that connect to nodes in 

community  to the number of edges in the graph. And  is the final community number of 
community detection. The range of  function is , and in practice it is found that a value 
above 0.3 is a good indicator of significant community structure in a network, and the larger the 

 value is, the better the quality of the community structure in network. Therefore, the 
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modularity methods achieve the optimal clustering results by maximizing  value. However, it is 
a NP-hard problem to maximizing . So a lot of heuristic approaches, which try to approximate 
the optimal modularity value, has been proposed [12]. Such approaches include greedy 
agglomeration [13], mathematical programming [14], spectral methods [15], simulated annealing 
[16] and so on. However, in Fortunato’s work [17], they found that, modularity optimization may 
fail to identify communities smaller than a certain scale, which depends on the total size of the 
network and the degree of interconnectedness of the communities. 

Besides, in real world network, some parts in communities are overlapping, that is, 
some nodes can belong to multiple communities with multiple community attributes. For 
example, a scholar may collaborate with others in many different areas in scientific collaboration 
networks; a user who has a broad range of interests may be associated with more than one 
community. Therefore, Palla et al. [18] proposed a clique percolation method (CPM), which can 
detect overlapping communities, but is not suitable for detecting hierarchical structures. Huang 
et al. [19] proposed a parameter-free algorithm SHRINK, which can not only discover 
overlapping and hierarchical communities but also the hub nodes and outliers among them. And 
based on their work, Lin et al. [20] considered that there are many incomplete information 
networks with missing a lot of edges common in real world networks, in which nodes are known 
and edges are locally known. They proposed a hierarchy clustering method used for community 
detection in incomplete information networks with missing edges, that is, distance-based 
shrinking approach (DSHRINK), which learned a distance metric from local information regions, 
and then estimated the distance between any pair of nodes in the network. Based on their work, 
a topic distance-based shrinking approach (TDSHRINK) is proposed in this paper, where the 
topic distance is defined by the bookmarking relationship on the same topics between users, 
and then the modularity based on topic distance is defined, too. Finally, clustering the nodes by 
using TDSHRINK algorithm to reach the goal of community detection in social tagging networks. 
 
 
3. Terminology Definitions 

To establish a social network graph, we must consider the interaction between users. 
While the interaction between two users in social tagging network can be seen as bookmark 
relationship on all topics. The formal definition of social tagging networks can be expressed as 

, where  is the set of users in the networks,  is the set of 
tags, and  is the set of resources. 

Definition 1 (Topic Tagging Network): A topic tagging network is denoted as 
, where  is the set of vertices,  is the set of edges, which 

represents topic distance between users.  is the set of topics 
that are extracted from tags, in which each topic is made up of several tags and 

, and  is the set of resources in tagging network.  
In this paper, we extract the topics from tags in social tagging network by using LDA 

model, to capture the potential semantic relationships between tags and topics. 
Definition 2 (Topic Distance): The topic distance on the same topic between any two 

users  is expressed as the bookmark relationships on the topic, which is measured by 
cosine similarity between them and the formula is as follows. 

 

    (2) 

 
Where  and . While there are several tags in a topic,  is the fraction of the 
number of resources that user  bookmarked with tag  to the number of the total resources that 
user  bookmarked. The topic distance is to measure the topic similarity between users, the 
range of which is , the smaller the value is, the higher similarity users have. 

Definition 3 (Average Topic Distance): Since there are  topics in total, any pair of 
users have  topic distance, that is, . The average topic distance between any 
two users is calculated with Equation (3). 
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       (3) 

 
Where  is the probability that each topic appeared respectively. 

Definition 4 (Initial Community): Set a topic threshold , and a initial community  
is a set of users whose average topic distance in the range of the topic threshold, which is 
defined as: 

 
    (4) 

 
Where  is the community radius of the initial community. 

Definition 5 (Community Center): Given any three community , ,  with the known 
community center is , ,  respectively, while the topic distance of each two 
communities are regarded as , , . Therefore, when  and  clustered into a 
new community , the community center  of which is determined by the two initial 
communities, and the topic distance between the new community  and  is calculated with 
Equation (5). 

 

     (5) 

 
The community center  of initial community  is the node . And when 

clustered into new community, the new community center is determined by Definition 5, while 
the topic distance is calculated by Equation (5). 

For convenience, we map the topic tagging network into a two-dimensional map, each 
node  has two coordinate values , and the geometrical distance between each pair of 
nodes  is . Therefore, corresponding to the Definition 5 
in the paper, the topic distance between each pair of nodes is 

, which is show as Figure 1. 
 

 
Figure 1. The Sketch Map of the Distance Calculation between Communities 

 
 
4. Modularity Clustering Algorithm Based on Topic Distance 

Based on the distance-based modularity and DSHRINK algorithm that Lin et al. 
proposed [20], we propose a topic distance-based modularity clustering algorithm TDSHRINK, 
which detects communities according to the topic distance between users, that is, the users with 
shorter topic distance will be grouped into the same community and the users with longer 
distance into different communities. And it can also detect overlapping communities in social 
tagging networks. 
 
4.1. Topic Distance-based Modularity 

Before the TDSHRINK algorithm, the topic distance-based modularity is defined as 
follows. 
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Definition 6 (Topic Distance-based Modularity): Given a topic tagging network 
 and the communities , the topic distance-based 

modularity  is defined as: 
 

       (6) 

 
Where  is the number of communities,  represents the sum of average 

topic distance between any pair of nodes within community ,  

represents the sum of average topic distance between any node in community  and any node 

in the topic tagging network , and  represents the sum of average 

topic distance between any two nodes in .  
As the range of modularity that Newman proposed in 2004 is  [11], in this paper, the 

range of topic distance-based modularity is . If , it means that all the nodes are 
either grouped into one community or grouped into different communities randomly. And the 
larger value of , the better the quality of clustering result. 

To enhance the efficiency of the algorithm, we calculate the modularity  
incrementally, that is, the gain of merging the two communities  and  into a new 
community, which is called topic distance-based modularity gain . The calculational 
formula is as follows. 

 

    (7) 

 
Where  represents the sum of average topic distance between 

nodes in community  and nodes in community . 
The topic distance-based modularity defined above is a metric to evaluate the quality of 

a partition. And we use the gain of topic distance modularity to control the cluster process to get 
a good result of community detection. 
 
4.2. Topic Distance-based Modularity Clustering Algorithm 

The topic distance-based modularity clustering algorithm TDSHRINK is presented in 
Table 1. The approach can be divided into two phases. Firstly, building a topic tagging network 

, and calculating the average topic distance  between any pair of nodes. 
Secondly, (1) finding all initial communities according to Definition 4. (2) For each initial 
community, we find its community center by Definition 5, and calculate the topic distance 
between any pair of initial communities by Equation (5) to store an array. (3) find the two 
communities that their topic distance is smallest, and calculate the topic distance-based 
modularity gain . If , it means that the merger of the two communities can 
increase the topic distance-based modularity . Then merge the two communities into a new 
one. Otherwise, do not merge and continue to find two communities that have less smallest 
distance. Repeat until all clusteres are “visited” and merging the last two communities can’t 
increase . Finally, the communities are presented. 

 
 

5. Experiments 
In this section, we use two real-world data sets to validate the effectiveness and 

efficiency of the approach we proposed.  
 
5.1. Data Sets 

(1) CiteULike Dataset 
The dataset in this paper is from the available datasets in CiteULike, which is a free 

service for managing and discovering scholarly references provided by Springer. When a user 
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in interested in an article, he or she can add it into his or her own library with several related 
tags. The format of CiteULike data includes four fields, which are article id, user name (a salted 
MD5 hash of the true username), the date and time and tag. And if a user posts an article with 
several tags, then this will result in several rows, which is shown in Table 2. 
 
 

Table 1. The Description of TDSHRINK 
Algorithm 1     TDSHRINK 
Input: , topic threshold ; 
Output: : 
Process:  
1 Initialize, build the topic tagging network  ; 
 for each  do 
      for each  do 

 Calculate  according to Equation 2; 

            ; 

       end 
 end 
 for each  do 
     if  then continue 
     Find a intial community  according to Definition 4; 
     for each  do 

          ; 
     end 
     ; 
 end 
 for each  do 
     for each  do 

           Calculate the distance  between  and  according to Equation 5 and store the distance 

into  array; 
     end 
 end 
 While true do 
 Select the smallest distance  in  array; 
         Calculate corresponding  according to Equation 7; 
          if  do 
                and update  array; 

          else 
               ; 
          if  then break; 
 end 
 return ; 

 
 

Table 2. The Format of the Raw Data 
Article id Username(MD5) Date and time tag 

9168221 654442b4eaff2791d205c4abdeb99375 
2012-01-01 

00:21:27.814194+00 
pvalue 

5827136 654442b4eaff2791d205c4abdeb99375 
2012-01-01 

00:22:17.990863+00 
pvalue 

10186672 aac984847268804c15d115fbee0b3652 
2012-01-01 

00:26:26.822489+00 
rsvp_iconchat 

10186790 9730960ede281beae7419006b47dbf41 
2012-01-01 

01:55:47.960338+00 
motivation 

10186791 9730960ede281beae7419006b47dbf41 
2012-01-01 

01:58:43.275636+00 
massively_multiplayer_online_games 

 
 
Since the raw data is large, to facilitate the latter experiments, we intercept all the data 

from Jan. 2012 to Dec. 2012 as a data set. In addition, we focus on the study of tags that user 
used and the corresponding article resources, then calculate the topic distance between users, 
which is not directly related to the time. Therefore, we need to extract three fields of data from 
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the raw data, which are article id, username and tag respectively. In data cleaning, we firstly 
apply stemming to the tags, split the tags that are linked by symlinks into a few words. In 
addition, delete those insignificant tags, such as, “no-tag”, prepositions, pure digital tags and so 
on. Finally, in order to simplify the subsequent calculations and ensure the accuracy rate, we 
delete the tags that are bookmarked by less than 10 users. After data cleaning, there are 18512 
tags, 13086 users, 137306 articles. Through the LDA topic extraction procedure that Zhou Li 
publicly available, we get 100 topics ultimately and each topic includes several tags with 
corresponding probability, which is shown in Table 3. 

 
 

Table 3. The Data of Part Topic with Corresponding Tags and Probability 
Topic1 p1 Topic 2 p2 Topic 3 p3 
paper 0.0869874 healthcare 0.0514422 attention 0.0245588 

lanlsec 0.0159081 privacy 0.0332143 disorder 0.0194616 
holopedia 0.0144484 security 0.0276437 auditory 0.0160443 

access 0.00988849 mhealth 0.0222972 deficit 0.0156371 
open 0.00894257 rechtslinguistik 0.0216415 adhd 0.015277 

 
 

(2) DBLP-A dataset 
DBLP-A is the data set extracted from DBLP website which provides bibliographic 

information on computer science journals and proceeding. In order to compare with the 
algorithm proposed in paper [20], we process the data as the way Lin et al. do. To fit the 
approach we proposed, we carry out some processing of the data to build topic tagging network, 
view the articles that authors coauthored as resources of . And the choice of tags is 
important, to ensure the relevance of topics, we view the words in the title as tags, then apply 
the standard text processing, such as stemming, stop words removal. The rest of the process is 
similar to the above section of CiteULike. The processed data is shown in Table 4. 

 
 

Table 4. The Data Sets used in Experiment 
Dataset Users Tags Resources Topics 

CiteULike 13086 18512 137306 100 
DBLP-A 5417 3393 5455 6 

 
 
5.2. The Choice of Topic Threshold  

From the above analysis, the larger the value of topic distance-based modularity , 
the better the clustering results are. Moreover, the choice of topic threshold will influence the 
formation of initial communities, and further influence the effectiveness of results. Therefore, in 
this paper, the topic threshold  is determined by , that is, the value that makes  of initial 
communities largest, as the topic threshold of our approach. The range of  is , in steps of 
0.01. To generate initial communities according to corresponding  value, and calculate 
corresponding . The result is shown in Figure 2. 

 

(a)CiteULike (b)DBLP-A 
Figure 2. The Choice of Topic Threshold  
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We can obtain that the topic distance-based modularity  of the two datasets first rise 
to peak, then decrease, and ultimately keep stable. It is mainly because that the smaller the 
threshold is, the more the number of initial communities, and the more scatter the users in 
network. While as the increasing of threshold, the number of initial communities becomes small, 
the users become concentrated. At last, the modularity  become invariant when  reaches a 
certain value. While the corresponding topic threshold  of largest  value are 0.55 and 0.32 
respectively, which are as the value of topic threshold  in our approach.  
 
5.3. Evaluation Measures 

In order to measure the effectiveness of our approach and compare with the approach 
that Lin et al. proposed [20], we adopt the same evaluation criterion, that is, Purity, to evaluate 
the quality of the communities generated by different approaches. The definition of purity is as 
follows: each cluster in first assigned with the most frequent class in the cluster, and then the 
purity is measured by computing the number of the instances assigned with the same labels in 
all clusters, which is calculated with Equation (8). 

 

       (8) 

 
Where  is the set of clusters that generated by each detection approach,  is the -
th class label. The range of purity is , and the higher purity means the higher accuracy of 
the method. The community structure generated by each compared method will be evaluated 
using the true label of each node. Since each user can have multiple interests in CiteULike and 
each author can have multiple research areas in DBLP as its class labels, that is, each node 
can belong to overlapping communities. Therefore, we compute the purity of the clustering 
results based on label separately, and the average results over 100 or 6 labels are reported. 
 
5.4. Experiment Results and Analysis 

To verify the availability and effectiveness of the TDSHRINK algorithm we proposed, we 
have experiment on the true dataset from the social tagging network CiteULike. And at the 
same time, to compare with the DSHRINK algorithm that Lin et al. proposed [20], we experiment 
with the same dataset DBLP-A. 

 
5.4.1. Visualization and Analysis of Results 

As a visualization tool used usually in complex network, Pajek can effectively analyze 
and demonstrate the structural properties of complex networks. In this paper, we choose Pajek 
to demonstrate the effect of results of community detection. 

 

  
(a) Topology of original 

network 
(b) Distribution of initial 

communities 
(c) Display of part final 

results 
 

Figure 3. The Process Display from Original Network to Final Results of DBLP-A 
 
 

Figure 3(a) is the original network of DBLP-A dataset we constructed, where each node 
represents one of the authors, the blue line represents the average topic distance between any 
pair of users. We can see from the figure, nodes in the network are divided into two parts, where 
nodes inside are closely connected, outside are not connected with edges, which indicates that 
the nodes outside are isolated nodes, and corresponding to the result in Table 4. Figure 3(b) is 
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display of results of initial communities generated by the algorithm we proposed. Different from 
Figure 3(a), in this figure, each node represents an initial community, and there are 1634 initial 
communities in total. We can find that those initial communities are closely linked, but the 
community structure is not very obvious, and further detected can get final result of community 
detection. We only select three representative communities for display in this paper, which are 
community numbered by 23, 129, and 614 respectively, as shown in Figure 3(c). Each node in 
the figure represents a user, each dense cluster represents a community, and the points that 
linked between communities are nodes that belong to overlapping communities. 
 
 

Table 4. Results of Community Detection 
 CiteULike DBLP-A 

Number of nodes 13086 5417 
Clustering coefficient 0.35187 0.75708 

Number of initial communities 4825 1634 
Number of final communities 2922 1033 

Number of isolated nodes 118 1003 
Average size of community 94 16 

Number of nodes in maximum community 1570 289 

 
 
Through statistics in Table 4, we can find that the proposed algorithm can effectively 

detect communities on two kind of networks, the number of community, the average size of 
community is reasonable. There is a term named number of isolated nodes, which are some 
nodes that do not participate in the community detection. And it indicates that there are some 
users don’t involve in the bookmark of topics, in other words, the tags that they used are not 
included in topics, part of users are interested in certain topic, other are not, which is 
reasonable. Clustering coefficient is a parameter to measure network community effect in 
complex network, the range of which is . In actual network, clustering coefficient is much 
smaller than 1, but much greater than . Therefore, the average clustering coefficient of 
CiteULike is 0.35187, which is living up to actual network and DBLP-A is 0.75708, which 
indicates that DBLP-A has high network clustering effect, closely connected between nodes. 

On the other hand, we can get obviously from Table 4, there are less isolated nodes in 
CiteULike dataset than DBLP-A dataset, which is mainly because the application background of 
this algorithm is tagging network, while DBLP-A is coauthor network without tag information. 
Therefore, there are more isolated nodes of result in DBLP-A, but the remaining nodes that 
participated in community detection have high clustering effect. 

 

 
 

Figure 4. The Distribution of Final Communities of Two Datasets 
 
 

We have made statistics of distribution of number of similar community size of two 
datasets CiteULike and DBLP-A respectively, which is shown in Figure 4. We can find that the 
community results of two datasets are mostly concentrated on small number of nodes, and 
there are most communities in  range, which indicates that the network clustering effect is 
strong, and the results of community detection are satisfactory. And the distribution of 
communities of CiteULike is more comprehensive, where large communities that number of 
which is in  range, middle communities in  range, small communities in 
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 range are detected, which also indicates that users have a wide range of interest on 
multiple topics. 

 
5.4.2. Effectiveness and Comparison Analysis 

As the application background of the TDSHRINK algorithm we proposed is different 
from DSHRINK algorithm that Lin et al. proposed [20], this algorithm is applied to tagging 
network, such as CiteULike, Del.icio.us and so on. While DSHRINK algorithm is applied to 
incomplete information network. Therefore, we make statistic about Purity value of clustering 
results of TDSHRINK algorithm in two datasets CiteULike and DBLP-A in different topic 
thresholds , which is shown in Figure 5. 

 

(a) CiteULike (b) DBLP-A 
 

Figure 5. Accuracy of TDSHRINK Algorithm in Different Topic Thresholds  
 
 

From Figure 5(a) we can find that in CiteULike dataset the change of topic threshold  
produces little influence on Purity value, which is in  range, indicating that TDSHRINK 
algorithm we proposed is effective in social tagging networks, and has high accuracy rate in 
total. In Figure 5(b), the change of topic threshold will cause dramatic changes on Purity value, 
when  is small, such as 0.1, Purity value is only 0.323, while  increases 0.2, Purity value 
jumps to 0.759. And the topic threshold  we chose in the paper is 0.32, corresponding Purity 
value is 0.772, which is equivalent with the overall accuracy of Lin’s paper [20] in the same 
dataset DBLP-A, indicating that the proposed algorithm is effective. Moreover, when the topic 
threshold  is chosen appropriately, the accuracy of TDSHRINK algorithm we proposed is 
higher than Lin’s algorithm. In addition, from Figure 5(a) to Figure 5(b), we can clearly find that 
the Purity value of TDSHRINK algorithm in CiteULike dataset is higher than DBLP-A dataset, 
which is mainly because the application background of TDSHRINK algorithm is social tagging 
networks.  

And that, the number of final communities of CiteULike and DBLP-A in different topic 
threshold  is shown in Figure 6. 

 

 
 

Figure 6. The Distribution of Number of Final Communities in Different Topic Threshold  
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As shown in Figure 6, there is large difference on the results of two datasets, the 
number of communities in CiteULike is concentrated in  range, while DBLP-A is in 

 range, which is mainly because the data size of CiteULike is about three times of 
DBLP-A, and users in CiteULike are linked closely, so the number of communities is 
concentrated. On the other hand, we find that the number of communities has large difference 
of two datasets on the same topic threshold, which also indicates that the network structure of 
network can impact on the results of community detection, but also verifies the wide applicability 
of the algorithm from the side. At last, combining Figure 5 with Figure 6, we can see that the 
less number of final communities dose not correspond to a higher Purity value, which also 
indirectly proves that the higher  topic threshold does not mean better, an appropriate topic 
threshold can correspond to a good result of community detection. 

 
5.4.3. Efficiency Results 

The computing time of the algorithm we proposed is mainly divided two parts, one is the 
calculation of topic distance between any pair of users, and the other part is the execution time 
of the algorithm. The calculation of topic distance can be accomplished in advance before 
clustering process. Therefore, the time complexity of the algorithm is mainly concentrated on the 
clustering process. From the process of the algorithm shown in Table 1, the time complexity of 
TDSHRINK algorithm we proposed is , where  is the number of initial 
communities. While from the description of DSHRINK algorithm Lin et al. proposed [20], the 
time complexity of the algorithm is , where  is the modularity optimization times and  is 
the number of users in the network. Obviously, the number of initial communities is smaller than 
the number of users, so the time complexity of TDSHRINK algorithm we proposed is lower. And 
the efficiency of our algorithm is closely related to the number of initial communities, which is 
determined by topic threshold . When we choose an appropriate , the run time of TDSHRINK 
algorithm we proposed is slightly less than DSHRINK, which can be reflected in Figure 7. 

 
 

 
 

Figure 7. The Run Time of TDSHRINK Algorithm with the Different Topic Threshold  
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dataset DBLP-A that Lin et al. used [20] show that, our approach is improved in accuracy and 
efficiency to some extent. There are several interesting directions for future work. We only use 
LDA model to extract topics, and don’t evaluate the quality of the extracted topics, which 
requires further analysis. In addition, the proposed approach is mainly used in tagging network, 
the next step will be considered  to apply to other types of networks, such as micro-blogging. 
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