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Abstract 
 The goal of optimal allocation is to increase the stored data availability subject to minimize the 

storage budget. The symmetric allocation based on the network coding is proved to be optimal without 
considering the nodes availability in distributed storage system. Because of network conditions and node 
inherent property, each node has different availability. This paper focuses on the optimization distributed 
data storage problem with nodes availability. Based on probability model of storage system, we re-define 
the symmetric allocation as the probability symmetric allocation, and proposed probability symmetric 
allocation model and strategy which are proved to be optimal in the general condition based on SVM. 
Comparing to the symmetric allocation proposed by Leong D. et al., The proposed probability symmetric 
allocation scheme improves the data availability, and is more practical method for distributed storage 
system. 
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1. Introduction 

The environment in the network, sensor network, data center network based on the 
data center, data distributed storage security and efficiency is the focus of current research. 
Data backup method because the traditional cost more; data synchronization difficulties are not 
suitable for distributed network storage system with high reliability. Network coding [1] data 
storage to provide distributed network storage of high reliability, low cost based, widespread 
concern and research. In the distributed data storage in [2] based on network coding, original 
data is extended code into a plurality of encoded data blocks, and the coded data block 
allocated to different data storage nodes. When users access data, use the data receive node 
from the data storage node obtaining encoding data blocks corresponding to the [3], restore the 
original data by calculating. The use of coded data block allocation strategy is the key problem 
in distributed data storage based on network coding. 

In order to solve the allocation, coded data block of Leong D., A. G. Dimakis proposed 
the uniform code block allocation model of [4], the encoding of the data block amount assigned 
to each storage node, and the model is proved to be optimal, which ensures the availability of 
data, data allocation overhead is minimal. In further study, Leong D., A. G. Dimakis et al. set the 
same failure rate for data storage node, namely the data receive node with the same probability 
of access data storage node to retrieve a data block. At this time, uniform allocation strategy is 
still an optimal allocation strategy. Because the storage node itself has a certain failure rate, 
storage nodes of different types, different time and the failure rate of different use of the 
environment. In considering the node availability, Leong D., uniform code block allocation model 
proposed by Dimakis A. G. for lack of considering the availability of storage nodes, or if the 
same node failure rate, rather than the optimal mode. 

In reality, inherent properties of the storage node network environment [11] and the 
node itself determines the data receiver access storage nodes have a certain probability of 
failure. For example, network communication link failure, the node itself online storage duration, 
hacker attack causes the data receiver cannot access data storage node. At this time, data 
storage nodes with a certain probability are the data receiver access node availability, i.e... 

This paper focused on the consideration of distributed data storage optimization storage 
node availability in case of. Through the method of probability theory, establish the storage node 
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probability distribution based on data model. Based on the redefined uniform distribution model, 
the probability of network coding based on uniform distribution model, presents data storage 
probability distribution strategies and methods, and demonstrates the proposed method is 
optimal. Compared with Leong D., A. G. Dimakis proposed a uniform distribution model, model 
and the method proposed in this paper considers the node failure rate, improve the availability 
of data storage, distributed storage system accords with the actual. 
 
 
2. Research Method 
2.1. Related Work 

In distributed storage systems, network coding is a common coding mode, in order to 
improve the data availability and reliability. The current academic research and discuss how to 
utilize the data redundancy, to improve the reliability of data. Build redundant data including 
simple backup, erasure coding and network coding method. Compared to the simple backup 
mode, in the same storage overhead, erasure codes can provide higher data reliability [5]. At 
the same time, network coding is applied to distributed storage, can balance the storage space 
and bandwidth. Distributed data storage based on network coding, is a potential way. 

With different mechanism, for a simple backup, data source only needs to be fully 
replicated original data stored in the data storage node. For the distributed storage based on 
network coding, data storage nodes requires a data block received coded data, storage space, 
data bandwidth usage are better than the simple backup [3]. Based on the MDS (n, K) 
distributed data storage method coding can effectively reduce redundant data, balance the 
storage space and network bandwidth, can effectively reduce the data distribution, storage and 
access the use of storage space and network bandwidth, improve the reliability of [6] data. 

Distributed storage method based on network coding has received widespread attention 
in academic circles, the [1-3] distributed data encoding and storage method of massive. But the 
distribution of code blocks of data research, still less. The traditional method is to each data 
block code stored in each storage node, in fact is the assignment of [4, 7] data storage method 
of equivalent. 

In fact, in distributed data storage, based on availability, network storage node topology 
environment can improve the efficiency and usability of the data storage block allocation code 
data. The research work in this area is still relatively small. The main work concentrates on two 
aspects: 1) The data distribution method based on efficiency; 2) Data allocation method based 
on usability. 

In the data distribution method based on efficiency, MSR (minimum-storage 
regenerating, minimum memory regeneration code), is to reduce the data storage space, 
improve the repairing efficiency data coding modes of distribution as the target. MBR (minimum-
bandwidth regenerating, minimum bandwidth regenerating code) is considered from the angle of 
channel bandwidth, data coding to reduce the link bandwidth allocation strategy for target, see 
[8, 9]. Tree type data allocation method based on the [10] Jun proposed by Li et al., this paper 
put forward a data allocation strategies from the perspective of bandwidth, in order to improve 
the repair efficiency of data. 

In the data distribution method based on availability, Leong D. and Dimakis A.G. gives 
the definition of uniform distribution, and proposes the [4, 7] storage strategy in distributed 
storage system with uniform distribution. Uniform distribution strategy based on the ideal model, 
without considering the storage space, storage node failure probability, the number of each 
storage node storage equal data. In the ideal model, the author proves that the uniform 
distribution is optimal. Data receiving node access data storage nodes for the data block to 
restore the original data is completely successful. In considering the working node to its 
efficiency, Leong D. proposed the data distribution method of the probability of [7, 12]. This 
method is that the probability of failure for all storage nodes is the same; the essence of this 
method with the method of literature [4] is in fact consistent. The author proves that the method 
is only the premise of the same node failure probability is the optimal. 

The advantages of the two methods is the storage allocation method is simple; the main 
disadvantage is the lack of data distribution node to consider its own characteristics, network 
environment, does not meet the needs of practical applications, in these methods, assuming 
ideal conditions. 
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In reality, the individual storage node determines the data visitors cannot access data 
storage nodes, all with the same probability, failure probability and the present study did not pay 
attention to the data storage node. Data storage node failure probability of different directly 
affects the reliability of recovering the original data and the probability of system, uniform 
distribution strategy is no longer optimal allocation strategy. System reliability is an important 
goal of distributed storage system, is an important problem of distributed storage system. 
Method of allocating focusing coding data from general block, considering the failure probability 
of storage nodes in the data distribution, according to the storage node failure probability of 
different storage node data distribution method. 

 
2.2. Probability Distribution Model Based on Network Coding 
             Distributed storage systems, storage nodes are different in different failure probability. 
Uniform data distribution method of the traditional is no longer optimal. Data distribution method 
is more feasible to assign a different number of data as the data storage node according to the 
node availability of different. Based on considering the storage node availability, the probability 
of network coding based on uniform distribution model. 
 
2.2.1. Establish the Hypothesis and Model 
             Distributed network storage system is studied in this paper by the data source node, M 
data storage nodes and data receiving nodes. 

The use of MDS (n, k) [2, 3] encoding, encoding original data to be coded data block. 
May be the original data unit size, which is divided into k blocks, F1,…,Fk use become n block 
coding matrix code, B1,…,Bn These blocks, F1,…,Fk the linear combination of The coefficient 
vector Bi is (ai1,…,aik)

T, so we can get: 
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Data allocation assigns the Bi to data storage node is different, the code allocation 

scheme as shown in Figure 1. 
 
 

 
 

Figure 1. Data Allocation Code Based on the MDS (n, k) 
 
 

The source data object D for stored data. Through MDS (n, k) data of D coding method, 
coding and data block allocated to each storage node. Assigned to each storage node data is 
represented as xi, 1≤i≤m Availability of storage node is the probability of nodes are available, 
and the node by manufacturers, technology, operation time, operation environment and so on, 
can be obtained by a node sampling. The availability of each storage node is different, but in a 
relatively short period of time is fixed. The probability of failure data storage node xi is Fxi, the 
availability probability is pi=1-Fxi 
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2.2.2. Uniform Distribution of Probability Model 
This paper proposes to use for data distribution node availability strategy based on the 

proposed model, probability distribution. Probability distribution model is a generalization of the 
traditional uniform distribution, the distributed storage system considering node failure rate. The 
allocation model as follows: 
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Use 1{ }m
i iX x   to represent the data distribution, distribution function f (pi) is assigned 

to the i encoded data node, f (pi) is defined as the interval [0, 1] one-way increasing function, 
change the node pi availability. T is storage space for data storage node. 

The use of data distribution model is proposed in this paper, a data block for high-
availability node allocation more, make the data receiver can block access to higher reliability, 
with a higher probability of recovering the original data object. 
 
2.2.3. Data Recovery Method 

Data receiving node can successfully recover the original data, the access to the data 
storage node acquires data is not less than the original data. The original data unit size, namely 
the data receive node access data quantity of not less than 1. 

Assuming that the data receive node successfully restored the original data need to 
access r data storage node, r subset, use |r|to represent the R subset of the number of 
elements, namely the storage node number. S was defined as the successful recovery of data 
events. 
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Is true I [G] =1, G is false I [G] =0. 

Distributed storage system of the m data storage node, composed of a plurality of 
rsubset, M\r represents a r subset of a M set. The set was defined r subset of all the successful 
repair of the set Sr, said to be able to set a subset of successful recovery, |Sr| is the number of 
elements in the collection of successful repair that is composed of m data nodes r the number of 
subsets. 
 
3. Results and Analysis 

This section based on the storage node availability, analysis using probability 
distribution model, probabilistic data receive node successful recovery, data availability. At the 
same time, this article in the presence of node failures, data availability, uniform distribution and 
probability distribution evaluation with probability form. 
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3.1. Data Availability 
For distributed memory systems in the presence of node availability, data storage node 

exists failure rate, so the data receive node successfully recover the probability of original data 
objects is not the only value. For the distributed data storage, the reliability of the system is a 
distributed system is the most important goal. 

For the distributed storage system, the use of probability distribution model, the amount 
of data the m data storage nodes to store is different, according to the node availability 
changes, therefore, a number of each subset of elements of success is uncertain, [1, ]mr , as 

long as the subset of the nodes on the amount of data of 1i
i r

x


  can meet. In distributed 

storage systems, data availability in each subset of successful recovery, data availability of each 
r subset of r concentration probability of all nodes is available. 

Theorem 1: The existence of storage node failure rate of distributed storage system, 
data availability for (can recover data probability): 
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Proof: The data receive node can be successfully restored the original data, the data 

size must meet the following conditions: 
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Sr said to set successful subset, which consists of a subset of the set of all r. |Sr| is the 

number of the elements of success in the collection. S was defined as the successful recovery 
of data events, Ai is exactly i nodes are access to things. 
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For each subset of r, can be represented by inequalities: 
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All the elements in the Sr are a successful recovery of a subset of Sr, can be expressed 

by the following inequalities: 
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Therefore, the presence of reliability on distributed storage system node availability for: 
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System reliability in distributed storage systems, namely, data receiving node to the 

success probability of recovery is determined by a random variable pi  m. 
 
3.2. Probability Distribution Model and Distribution Model Comparison 

Distributed storage system, data distribution strategy is the main factor of affecting the 
distributed storage system. Uniform allocation strategy for Dimakis A.G. is proposed, the optimal 
allocation strategy in the ideal model. For the distributed storage system storage node 
availability, the probability distribution model is proposed in this paper, based on the storage 
node failure rate, the use of distribution function for the allocation of storage node does not 
equal amounts of data. In the storage node is available, uniform probability model is equivalent 
to the uniform distribution model in literature [4], in all the storage node availability equal, 
uniform distribution model probability model is equivalent to the document [7]. The uniform 
probability model is more suitable to the universal, uniform distribution case model is uniform 
distribution model probability. 

Theorem 2: the presence of distributed storage system node availability, uniform 
distribution of uniform distribution model definition model is superior to [4] and [7] in the 
probability of literature. 

The proof of theorem 2 before, first need a lemma. 
Lemma 1: The minimum number of nodes with the least number of node probability 

distribution models of successful recovery using less than uniform distribution defined [4] and [7] 
use a successful recovery. 

Proof: We use reduction ad absurdum proof. 
The minimum number of nodes to evenly distribute the successful recovery of the 

assumed probability using r1 use the appropriate distribution function, makes the stored data 
storage node is f(p1) > f(p2) > … > f(pr1). 

Minimum number of nodes to evenly distribute the successful recovery of the use of a 

r2, memory data storage node weight is 
T

m
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with the least at the receiving node, data access to the amount of 1: 
 

1

1

1 2

1 2 2

1 2
1

( ) ( ) ... ( ) 1

( ) ( ) ... ( ) 0

r

r

i
i r r

T
f p f p f p r

m

T T
f p f p f p

m m   

     

      
 

 

Because of the ( )i
T

f p
m

 , and 
1

1 2 1

( ) 0
r

i
i r r

f p
  

 , so cannot be equal to zero, and the 

assumption of contradiction. There are r1 <r2, minimum number of nodes with the least number 
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of nodes is uniform distribution model successfully restored using probability less than 
successful recovery using a uniform distribution. 

Now the proof of theorem 2 
Proof: Uniform distribution model, all data storage nodes to store the same amount of 

data, without considering the empty nodes, the amount of data of all storage nodes to store is 
T

m
, an ideal situation successfully restored the number of nodes requires at least 1/

T m
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 the availability of data, and a uniform distribution of model data availability is 

the difference: 
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Probability distribution, data availability is greater than the uniform distribution of data 

availability. 

When 1 
r T

m
 , a uniform distribution of the model failed to restore the original data. 

To sum up, the probability distribution model of data availability is greater than the 
uniform distribution of data availability, there is a distributed storage system node availability, 
probability distribution strategy is better than the uniform allocation strategy. 
 
 
4. Conclusion 

Optimization of distributed data storage is the goal of ensuring safe storage data 
recovery, to improve the reliability of data storage system. Without considering the storage node 
availability, network coding data based on uniform distribution is shown to be optimal. But due to 
node failures and other factors, the storage node has different failure rate, based on the storage 
node probability model, defines the uniform distribution probability model, made the storage 
data probability distribution strategies and methods, and demonstrate the proposed method is 
optimal. Compared with Leong D., A. G. Dimakis proposed a uniform distribution model, model 
and the method proposed in this paper considers the availability of nodes, improves the 
effectiveness of data storage system, has more realistic significance. 
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