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 The importance of automatic question generation (AQG) systems in 

education is recognized for automating tasks and providing adaptive 

assessments. Recent research focuses on improving quality with advanced 

neural networks and machine learning techniques. However, selecting the 

appropriate target sentences and concepts remains challenging in AQG 

systems. To address this problem, the authors created a novel system that 

combined sentence structure analysis, dependency parsing approach, and 

named entity recognition techniques to select the relevant target words from 

the given sentence. The main goal of this paper is to develop an AQG 

system using syntactic and semantic sentence structure analysis. Evaluation 

using manual and automatic metrics shows good performance on simple and 

short sentences, with an overall score of 3.67 out of 5.0. As the field of AQG 

continues to evolve rapidly, future research should focus on developing 

more advanced models that can generate a wider range of questions, 

especially for complex sentence structures. 
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1. INTRODUCTION 

Automatic question generation (AQG) has recently emerged as a valuable tool with the potential to 

transform educational assessments and automate tutoring. In a time when the demand for effective 

educational tools is on the rise, AQG offers a promising solution. AQG has the potential to reshape how 

educational assessments are conducted, offering the ability to generate questions from content, thereby 

reducing educators of time-consuming tasks [1]. However, the central challenge in developing effective AQG 

systems, as highlighted in previous research [2], revolves around the art of selecting target concepts and 

structuring questions around those concepts. These target concepts are the key ideas, topics, or pieces of 

information within a given text or context that AQG systems aim to create questions about. Target concepts 

are the crucial ideas, topics, or information within the text or context that AQG systems need to focus on.  

The choice of target concepts plays a pivotal role in generating meaningful questions. Question words, such 

as "who," "what," "where," "when," "why," and "how," determine the type and format of the questions. 

Selecting the appropriate question words is essential for coherence and context relevance in the generated 

questions. 

https://creativecommons.org/licenses/by-sa/4.0/
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The challenge lies in effectively identifying the right target concepts and question words for 

question generation. This is critical because the quality of the generated questions depends on these choices. 

Moreover, there is a need for a comprehensive approach that combines dependency parsing, adverb, and 

noun subtype selection, and rule-matching for scoring the generated questions. 

To address this challenge, this paper presents a novel contribution by incorporating named entity 

recognition (NER), dependency parsing techniques, and adverb and noun subtype analysis, addressing a 

previously unexplored aspect. These subtypes include time, place, manner, degree, and frequency for 

adverbs, and human, animal, and thing for nouns. This novel approach identifies the relevant target concepts 

and question words, enhancing the quality of generated questions. Dependency parsing, a crucial task in 

natural language processing (NLP), analyzes the grammatical structure of sentences by establishing 

dependency relations between words [3]. Recent advancements in NLP have showcased the importance of 

dependency parsing in this context [4], [5]. This innovative combination allows for the generation of more 

contextually relevant and coherent questions. 

As the field of AQG continues to evolve rapidly, future research should focus on developing more 

advanced models that can generate a wider range of questions, especially for complex sentence structures. 

The current system serves as a valuable foundation for further advancements in AQG, offering potential 

applications beyond educational settings. The implications of this research extend beyond the immediate 

scope, providing a stepping stone for future AQG developments. 

The following sections will demonstrate how the integration of dependency parsing, NER, adverb, 

and noun subtype analysis improves the identification of target concepts and question words. Furthermore, 

we discuss how these improvements impact the quality of generated questions. This paper opens new 

avenues for AQG by addressing key limitations in existing systems. The integration of word2vec solutions 

for rule-matching calculation enhances the flexibility of this system, making it applicable across various 

domains. 

 

 

2. DEPENDENCY PARSING 

Dependency-based syntax, with functional relations, became more widely used in computational 

models compared to the phrase-structure-based constituency [6]. It identifies semantic connections between 

words in a sentence. It retrieves the sentence’s syntactic structure from a linear sequence of word tokens by 

analyzing the relationships between words and determining each word’s syntactic category. Recently, 

dependency-based syntactic parsing has gained popularity [7]. These parsers have been shown to work 

reliably for a broad range of languages [8]. The increased interest in dependency-based parsing has led to 

research into various parsing algorithms. The key difference between dependency and syntactic parsing is 

that dependency parsing builds a parse tree, while syntactic parsing constructs a syntax tree [9]. 

Dependency parsing is a crucial task in NLP, and recent years have seen significant advancements 

in this field [10]. According to Kübler et al. [9], dependency parsing models can be broadly classified into 

two major groups: grammar-based dependency parsing and data-driven dependency parsing. Grammar-based 

models are based on formal grammar and can be further divided into context-free dependency parsing and 

constraint-based dependency parsing. In contrast, data-driven approaches differ in the type of parsing model 

adopted, the algorithms used to learn the model data, and the algorithms used to parse new sentences with  

the model. 

Data-driven dependency parsing models can be further categorized into transition-based and graph-

based dependency parsing models [11]. Both transition-based and graph-based models are developed using 

supervised machine-learning techniques from linguistic data. Transition-based dependency parsing, also 

known as shift-reduce parsing, learns a model for scoring transitions from one parser state to the next, 

conditioned on the parse history. Parsing is then performed by greedily taking the highest-scoring transition 

out of every parser state until a complete dependency graph is derived. Figure 1 shows the example of 

transition-based dependency parsing, for a sentence “Budapest is the capital of Hungary”. 

 

 

 
 

Figure 1. Dependency parsing example (Budapest is the capital city of Hungary) 
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The second important type of dependency parsing is the graph-based dependency parsing models, 

which were introduced by MacDonald and Nivre [12]. These models learn scoring functions in one shot and 

then perform an exhaustive search over the entire tree space for the highest-scoring tree. Currently, there are 

various dependency parsing tools available in Python that can be used to analyze sentence structure, some of 

the popular tools are spaCy, natural language toolkit (NLTK) with Stanford CoreNLP, and Stanza. 

 

 

3. METHOD 

Our methodology is grounded in a strategic fusion of dependency tree parsing and named entity 

recognition (NER) techniques. These choices are underpinned by their proven effectiveness and versatility in 

addressing the core challenges outlined in the introduction. Here, we provide the necessary details, 

algorithms, and techniques to allow readers to confirm and replicate our findings. 

In this regard dependency tree parsing is a cornerstone of our approach and provides the means to 

analyze the grammatical structure of sentences by establishing dependency relations between words [13]. The 

choice of dependency parsing is justified by its inherent ability to handle various language constructs and 

ambiguous inputs effectively. Named entity recognition (NER) is another integral component of our 

methodology. NER automates the extraction of valuable information from unstructured natural language 

documents by categorizing named entities into predefined groups [14]. These groups include person names, 

organizations, locations, and more. Though conventional, we emphasize that these choices are essential to 

this method. 

As reported by Mazidi and Tarau [15], dependency labels provide valuable information for 

extracting the meaning of the relationships between words. This technique constructs a tree structure that 

represents the syntactic dependency relationships between words, allowing us to identify the key semantic 

building blocks of the sentence. However, it was recognized that dependency parsing alone is insufficient for 

AQG, and additional tools like NER needed to be incorporated. GATE, OpenNLP, and spaCy are notable 

NER platforms [16]. For this study, spaCy NER was employed as a fast, statistical, and open-source named 

entity visualizer. The system assigns labels to groups of contiguous tokens, which encompass named or 

numerical entities, including person, organization, language, and event, among others [17]. 

Our proposed system is illustrated in Figure 2 and is categorized into distinct modules: pre-

processing: the initial module, involving the removal of stop words and tokenization of the remaining words 

from the input sentence. NER, POS, and dependency parsing: the subsequent modules process the tokenized 

data, identifying named entities, extracting parts of speech (POS) tags, and performing dependency parsing. 

These elements form the foundation for subsequent stages. The output of this module serves as input for the 

NER, POS, and dependency parsing modules. The NER module identifies named entities within the input, 

while the POS module extracts the noun components of the sentence, which are also essential for the ruleset 

mapping and question generation stages. 

 

 

 
 

Figure 2. Proposed system block diagram 

 

 

The Ruleset adopted from previous work [18], is extended to include named entities, POS tags, and 

dependency parsing [19]. This enhancement acknowledges the importance of these elements for generating 
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high-quality questions. However, the main limitation of the ruleset was its lack of categorization for adverbs 

and noun types. 

To address this limitation, we present Algorithms 1 and 2, which depict the essential steps in our 

methodology: Algorithm 1: ruleset mapping for question generation: this algorithm maps rules to dependency 

tag lists and selects the best matching rule. It is an essential component of our innovative approach. 

Algorithm 2: question word selection for question generation: this algorithm determines the appropriate 

question word (Wh_QTypeWord) based on inputs, including NER, adverb subtype, noun subtype, and 

dependency tags. This step contributes significantly to question generation. 

 

Algorithm 1. Ruleset mapping for question generation algorithm 
Function RulesetMapping 

Input:= Ruleset, 

List_of_Sent_DependencyTag 

Output:=Question, Answer 

Begin 

QuestionListempty 

For RRule to Ruleset do 

Simsimilarity (Rule, DependenyTagList) 

If sim is in Bestsimilarityscore then 

WinnerRuleRule 

Bestsimilarityscoresim 

End if 

End for 

QuestionListapply(WhQTypeWord, WinnerRule, DependencyTagList) 

Return QuestionList 

End  

Function 

 

In response to the limitations of conventional rule-based systems, our methodology innovatively 

integrates word2vec [20], a powerful word embedding technique. This integration augments the flexibility 

and effectiveness of our system, making it applicable across diverse domains. The authors noted that the 

state-of-the-art best match analysis calculation is commonly used to perform rule-set matching. Nevertheless, 

this mechanism for selecting the best match is rigid, and there are numerous scenarios in which sentences 

may express the same meaning but are written differently. 

 

Algorithm 2. Question word selection for question generation algorithm 
Function QuestionGeneration 

Input:=Ruleset, 

List_of_sent_NER, 

List_of_sent_AdverbSubType, 

List_of_sent_NounSubType, 

List_of_sent_DependencyTag 

Output:=Wh_QType 

Begin 

Set DependencyTagListListofSentenceDependencyTags 

Set QuestionList Empty 

BestSimilarityscore=empty 

Wh_QTypeWord=empty 

BestScore=empty 

if List_of_Sent_NER NOT empty then  

if List_of_Sent_NER==”PERSON” then 

Wh_QTypeWord=”Who” 

Else if List_of_Sent_NER==”LOC” then 

Wh_QTypeWord=”What” 

Else if List_of_Sent_NER==”DATE” then 

Wh_QTypeWord=”When” 

…  

End if  

Else if List_of_Sent_AdverbSubType NOT empty then 

If List_of_Sent_AdverbSubType==”PLACE” then 

Wh_QTypeWord=”Where” 

Else if List_of_Sent_AdverbSubType==”TIME” then 

Wh_QTypeWord=”When” 

Else if List_of_Sent_AdverbSubType==”MANER” then 

Wh_QTypeWord=”How” 

Else if List_of_Sent_AdverbSubType == ”FREQUENCY” then 

Wh_QTypeWord=”How Often” 

… 

Else 

Endif 
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Else 

If List_of_Sent_NounSubType==”PERSON” then 

Wh_QTypeWord=”Who” 

Else if List_of_Sent_NounSubType==”ANIMAL” then 

Wh_QTypeWord=”What” 

Else if List_of_Sent_NounSubType==”OBJECT” then 

Wh_QTypeWord=”Which” 

… 

Else 

End if 

End if 

return Wh_QTypeWord 

RulesetMapping() 

End Function 

 

A distinctive feature of our approach is the inclusion of adverb subtypes (time, place, manner, 

degree, and frequency) [21] and noun subtypes (human, animal, and thing) for question generation. These 

subtypes play a pivotal role in crafting high-quality questions. We provide comprehensive tables (Tables 1 

and 2) that detail the combinations of these subtypes with their corresponding question words. 

 

 

Table 1. Noun SubTypes and corresponding question words 
Noun subtype Question word 

Human Who 

Animal What 
Thing What 

 

 

Table 2. Adverb SubTypes and corresponding question words 
Adverb subtypes Question word 

Time When 

Place Where 

Manner How 

Degree 

Frequency 

How 

How often 

 

 

4. RESULTS AND DISCUSSION 

In recent years, numerous models, and evaluation techniques for AQG have been presented in the 

literature. Various metrics, including bilingual evaluation understudy (BLEU), ROUGE, and metric for 

evaluation of translation with explicit ordering (METEOR), have been utilized to evaluate the effectiveness 

of AQG systems by measuring the similarity of the generated questions to the reference questions [22], [23]. 

However, the evaluation process also gave significant importance to the answerability and naturalness of the 

questions, as they are essential factors in determining the quality of generated questions [24]. 

A human evaluation was conducted to assess the answerability of the generated questions, with the 

significance of question types (Wh-types), named entities, and content words (often relations) being 

determined in various AQG tasks. Furthermore, the grammar structure and naturalness of the generated 

questions were considered fundamental parameters in human evaluation: 

David ate an apple on Monday 

 Who ate apple on Monday? 

Menna typed on the computer keyboard 

 Who typed on the computer keyboard? 

Budapest is the capital city of Hungary 

 What is the capital city of Hungary? 

 Which country Budapest is? 

The New Year of Ethiopia is on September 

 When the New Year is? 

 What is on September? 

Ethiopian New year is on September 

 When Ethiopian New Year is? 

 What is on September? 
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The evaluation process involved a Google Form questionnaire that allowed participants to rate the generated 

questions on a scale of 1 to 5, where 1 denoted poor and 5 indicated excellently. The overall outcome of the 

human evaluation was encouraging, with a score of 3.67. 

The researchers compare system-generated questions with human-generated questions and use 

automatic evaluation techniques. The results of the evaluation, as it is presented in Table 3, suggest that the 

system performs well, especially in short sentences. The average BLEU-N score of 0.718 indicates that the 

system-generated questions have a reasonable level of similarity to the human-generated questions. However, 

it is important to keep in mind that limitations exist with BLEU-N scores, and they may not necessarily 

reflect the quality of the questions in terms of their informativeness, relevance, and coherence. 

 

 

Table 3. BLEU–N and ROUGE-N metrics of automatic evaluation result 
Metrics Type Score 

BLEU 1-gram 0.862654  
2-gram 0.785234  
3-gram 0.773411 

 
Rouge-1 

 

 
Rouge-2 

 

 
Rouge-L 

4-gram 
F1 score 

Precision 

Recall 
F1 score 

Precision 

Recall 
F1 score 

Precision 

Recall 

0.751432 
0.619192 

0.59619 

0.65 
0.533333 

0.52 

0.55 
0.619192 

0.59619 

0.65 

 

 

The ROUGE score, on the other hand, is based on a different metric that measures the overlap 

between system-generated and human-generated questions in terms of n-gram sequences. The fact that 

ROUGE had the highest F1-score suggests that the system-generated questions had a high level of overlap 

with the human-generated questions in terms of n-gram sequences, although it doesn't consider different 

words with the same meaning. It was revealed through the experimental analysis that the combination of 

dependency parsing with NER is effective in identifying the subject, verb, object, and adverb parts of a 

sentence [25], which are essential for question generation. The effectiveness of identifying the subject, verb, 

object, and adverb parts of a sentence, which are essential for question generation [26], is revealed through 

experimental analysis of the combination of dependency parsing with NER. For instance, consider the 

following two sentences, which have the same meaning and can generate the same question. The subject, 

verb, object, and adverb parts of a sentence are extracted using dependency parsing in the system. 

 

 

5. DISCUSSION 

AQG has seen significant advancements in recent years, with the development of various models 

that use deep learning techniques to generate questions from different types of textual data. For instance, the 

recent works of Zhao et al. [27] have proposed neural network-based models that utilize contextual 

embedding and attention mechanisms for question generation. Furthermore, a crucial NLP objective is to 

extract significant sentences from a given text, and another objective is to generate extractions based on the 

original text. In this context, rule-based systems play a vital role in extracting pertinent words for generating 

uncomplicated and domain-specific questions. 

In this paper, a rule-based AQG system was proposed that employs dependency parsing and 

considers various types of wh-question words. The system uses a combination of NER, POS, dependency 

tags, and adverb subtypes for rule-set mapping and question generation. While the proposed system has 

demonstrated good performance for simple sentence structures, future research could explore the integration 

of neural network-based models to improve the system's ability to generate complex questions. Moreover, 

future work could also focus on enhancing the system to include paragraph-based question generation. 

Overall, the proposed rule-based system provides a foundation for developing more sophisticated AQG 

systems that can generate questions from a wide range of textual data. 

 

 

6. CONCLUSION 

In conclusion, this paper presented a rule-based AQG system that utilized dependency parsing and a 

comprehensive analysis of English sentence structure. The system was evaluated using both automatic and 
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human evaluation techniques, and the results showed that the quality of the generated questions was highly 

dependent on the complexity of the sentence, with better quality and more natural questions generated for 

sentences with simple structures. Recent advances in AQG have led to the introduction of new models that 

utilize machine learning techniques, including neural networks, to generate questions from the text. These 

models can generate questions from both single sentences and paragraphs and have the potential to generate 

more complex and diverse questions. Furthermore, machine learning techniques, including neural networks, 

have been applied to question-generation models for various domains, including medical and scientific 

question generation. In conclusion, the field of AQG is rapidly evolving, and future work will likely focus on 

developing more advanced models that can generate more diverse and complex questions. The current rule-

based system presented in this paper serves as a baseline for future research in the field. 
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