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 Forecasting water quality through machine learning and hyperparameter 

optimization is a research endeavor aimed at enhancing the water quality 

prediction process. The primary goal of this study is to employ various 
machine learning algorithms for water quality prediction and to refine 

existing models from previous research. The paper encompasses a 

comprehensive literature review of previous water quality prediction studies 

and introduces novel theoretical insights. The research employs a classic 
machine learning problem-solving approach, predominantly utilizing the 

extreme gradient boost (XGBoost) algorithm. Additionally, it evaluates 

other machine learning algorithms, including the random forest (RF) 

classifier, decision tree (DT) classifier, adaptive boosting (AdaBoost) 
classifier, support vector machine (SVM), Naïve Bayes, and extra tree 

classifier for comparison. The evaluation process utilizes a classification 

report, providing insights into the precision, recall, f1-score, and accuracy of 

each machine learning model. Notably, the XGBoost model exhibits 

superior performance, achieving an impressive 97.06% accuracy. Precision 

stands at 94.22%, recall at 81.5%, and F1-score at 87.4%. These results 

represent a significant advancement over prior water quality prediction 

models, emphasizing the potential of machine learning and hyperparameter 
optimization to enhance water quality forecasting in environmental 

monitoring. 
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1. INTRODUCTION 

Water is an inorganic, transparent, and colorless chemical substance that is required for the survival 

of most existing organisms and humans. Adequate water quality is an absolute necessity for the sustenance of 

all living beings. Aquatic species possess a finite tolerance for pollution, and surpassing these limits imperils 

their very existence. To maintain a dependable and safe water supply, constant vigilance through water 

quality monitoring is imperative. With the growth of our economy and the expansion of urban areas, water 

contamination has surged in significance. The intricate task of predicting factors that influence water quality 

within hydrophyte systems remains a challenging endeavor. The exploration of diverse methodologies to 

forecast water quality in reservoirs bears profound implications both in theory and practicality [1], [2].  

Water that has poor quality will result in health and safety conditions for living things. Contaminated 

drinking water not only poses significant health risks but also exerts adverse effects on the environment and 

infrastructure, with the quality of water being compromised due to a combination of factors such as 
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inadequate infrastructure, lack of public awareness, and poor hygiene standards. Based on extensive research 

conducted by the United Nations, it has been revealed that approximately 1.5 million lives are tragically lost 

each year due to water-borne diseases. This distressing statistic underscores the urgent need for global efforts 

to ensure access to clean and safe drinking water for all, as well as the importance of sanitation and hygiene 

practices in preventing such devastating consequences. Addressing this issue remains a critical imperative on 

the global agenda, as we strive to safeguard the health and well-being of communities around the world.  

In developing countries, approximately 80% of health issues stem from contaminated water sources, resulting 

in staggering statistics such as 2.5 billion people being impacted by waterborne diseases annually and a tragic 

toll of five million deaths, a figure that often eclipses the focus on mortality rates attributed to crimes, 

accidents, and terrorist attacks [3]. 

In response to this pressing need, water quality monitoring has taken center stage in the quest to 

mitigate the consequences of contaminated and impure water sources. The researchers have undertaken the 

task of examining the chemical composition of these waters, analyzing elements such as aluminum, 

ammonia, arsenic, barium, radium, and silver. With the results of this diagnosis, researchers can determine 

whether the water area is fit for consumption by living things or can be harmful to living things. This effort 

has yielded valuable insights, although the sheer number of water sources under investigation has led to time-

consuming research endeavors. Innovation has come to the rescue with the development of machine learning 

models designed to accelerate the process of water quality assessments. Notably, research conducted by  

Dalal et al. [4] and research conducted by Rustam et al. [5] has provided machine learning models with 

impressive predictive performance, characterized by high accuracy rates. 

Motivated by this progress, this research seeks to leverage the realm of water quality and enhance 

existing machine-learning models. The model was built using the Python programming language and uses a 

machine learning algorithm as a model to predict whether the water area data entered by the user is suitable 

for consumption by living things. The primary objectives and contributions of the research can be 

summarized as follows: i) develop a machine learning model for accurate water quality predictions,  

ii) employ machine learning to assess water quality, providing insights into its safety for consumption,  

iii) selection of the most suitable machine learning algorithms for water quality prediction through 

hyperparameter tuning, and iv) Benchmark machine learning model against existing water quality prediction 

models from prior research. The selection of the extreme gradient boosting (XGBoost) algorithm as a 

research model is driven by its efficiency and ease of use. Notably, XGBoost’s ability to produce high-

performance results and maintain accuracy in training datasets is a defining feature. Moreover, it excels in 

addressing common issues encountered in machine learning, such as handling missing values, preventing 

overfitting, and maintaining training performance [6]. Apart from the XGBoost algorithm, there are also 

other algorithms that can be taken into consideration such as random forest (RF) classifier, decision tree (DT) 

classifier, adaptive boosting (AdaBoost) classifier, support vector machine (SVM), Naïve Bayes, and extra 

tree classifier. The algorithm was chosen based on its ability to handle large and complex data, as well as 

overcome overfitting problems. The combination of various machine learning algorithms can increase the 

accuracy of water quality predictions by exploiting the strengths of each algorithm. 

 

 

2. LITERATURE REVIEW 

In research on this paper. Previous researchers have developed water quality prediction using 

machine learning topics by using other machine learning models in several studies. Aldhyani et al. [7] 

discusses research conducted to prevent water pollution. The results show that the SVM achieves the highest 

accuracy compared to other machine learning algorithms in predicting the dataset model, which is 97.01%. 

Uddin et al. [8] was conducted to optimize models that had been built by previous research and to develop 

models with machine training (machine learning). The results of the research show that models with 

XGBoost, extra tree, and DT have high-performance values compared to other machine learning algorithms. 

Gakii and Jepkoech [9] discusses the development of a classification model in which residents can consume 

clean quality drinking water. The results showed that the J48 DT model had the highest accuracy of 94%. 

Peterson et al. [10], discusses modeling the relationship between spectral reflectance and water 

quality parameters. The results showed that the machine learning regression model achieves good 

performance values with the help of feature-level fusion, the results of the R2 and root mean squared error 

(RMSE) models after training of 87% on the total suspended solids (TSS) attribute. Ahmed et al. [11] was 

carried out to reduce cases of people suffering from diseases caused by the consumption of water with 

unclean quality. The results showed that the method with the machine learning classification algorithm 

obtained an accuracy value of 85% and will be optimized in the future. Anand et al [12], discusses the 

selection of the most effective machine learning algorithms for predicting water quality. The final results of 

the study show that the method with the convolutional neural network (CNN) algorithm achieves an accuracy 

of 80% and will be optimized in the future. Iyer et al. [13] discusses the development of water quality 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 33, No. 1, January 2024: 496-506 

498 

prediction and modeling methods using artificial intelligence technology, especially with the machine 

learning approach. The final results of the study show that the model with the RF algorithm achieves a high 

accuracy value compared to other models. The accuracy is 68% and can be further improved by doing more 

data training. Vuppalapati et al. [14] discusses the proposal and evaluation of alternative approaches based on 

supervised machine learning in predicting water quality automatically real-time. The final results of the study 

show that the model with the RF algorithm achieves a high accuracy value compared to other models.  

The accuracy is 85%. 

Dalal et al. [4] was conducted to introduce data-driven artificial intelligence techniques from a large 

number of water samples to develop a new ensemble model of machine learning algorithms to accurately 

predict water quality, including the application of AdaBoost and its comparison with existing models.  

The methods used are logistic regression XGBoost, multilayer perceptron, ensemble model, and chi-square 

automatic interaction detector (CHAID). The final results of the study show that the ensemble learning model 

has the highest accuracy compared to other models where the model achieves an accuracy value of 96.4%. 

Rustam et al. [5], discusses the development of a simple neural network architecture that is more efficient 

and accurate and can function to predict water quality and water consumption. The methods used are DT, RF, 

logistic regression, support vector classifier, extra tree classifier, AdaBoost, CNN, long short-term memory 

network, gated recurrent unit, and artificial neural network (ANN). The final results of the study show that 

the ANN model has the highest accuracy compared to other models where the model achieves an accuracy 

value of 0.96 (96%). 

 

 

3. METHOD 

In this section, we will discuss the research methodology employed in this study. We want to 

emphasize the critical importance of formulating a robust research procedure to ensure the validity of the 

evaluation results presented in this paper. The procedure we have developed is presented in the form of a 

flowchart, which is illustrated in Figure 1 flowchart. By detailing the research methodology and the 

construction of the flowchart, we aim to provide a clear and comprehensive understanding of the steps and 

processes involved in our study. This will help ensure the transparency and replicability of our research, a 

fundamental aspect of any scientific investigation 

 

 

 
 

Figure 1. Flowchart 
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3.1.  Dataset water quality 
Water is a natural material needed for the life of living things using water as a medium for 

transporting food substances, as a source of energy for living things, and so on. With this role, water becomes 

a natural resource that meets the needs of living things that need to be protected so that it is always beneficial 

for life and the lives of living things on earth. Requirements are made to maintain or achieve water quality 

standards so that they can be utilized sustainably by the desired water quality level, and conservation and 

control efforts are made. Water as an environmental component will be influenced by other components. 

Water that has poor quality will result in health and safety conditions for living things. A decrease in water 

quality can result in a decrease in the usability, usability, productivity, carrying capacity, and capacity of 

natural resources. Components of natural resources that are very important must be used optimally for living 

things [15]. The data used is a water quality dataset obtained from a dataset site called Kaggle the data 

amounted to 8,000 data and 21 data attributes which were chemical substances contained in the water area. 

Chemical substances contained in the water area can be seen in Table 1 water quality data description. 

 

 

Table 1. Data description 
Atribute Information 

Aluminium Dangerous if >2.8 

Ammonia Dangerous if >32.5 

Arsenic Dangerous if >0.01 

Barium Dangerous if > 

Cadmium Dangerous if >0.005 

Chloramine Dangerous if >4 

Chromium Dangerous if >0.1 

Copper Dangerous if >1.3 

Flouride Dangerous if >1.5 

Bacteria Dangerous if >0 

Viruses Dangerous if >0 

Lead Dangerous if >0.015 

Nitrates Dangerous if >10 

Nitrites Dangerous if >1 

Mercury Dangerous if >0.002 

Perchlorate Dangerous if >56 

Radium Dangerous if >5 

Selenium Dangerous if >0.5 

Silver Dangerous if >0.1 

Uranium Dangerous if >0.3 

is_safe Class attribute {0 - not safe, 1 - safe} 

 

 

3.2.  Data inspection 
In this phase, an examination of the missing value and examination of the imbalanced data is carried 

out in the dataset used. The results of missing value examinations in the dataset can be seen by running code 

that can be seen in Figure 2 code for missing value dataset. With this code, it shows the result of the 

examination which is the total of each attribute data where there is a missing value. The results of imbalanced 

data examinations in the dataset can be seen by running code that can be seen in Figure 3 code for 

imbalanced dataset examination. 
 

 

 
 

Figure 2. Code for missing value dataset 
 

 

 
 

Figure 3. Code for imbalanced dataset examination 
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3.3.  Preprocessing data 
At this stage, data preprocessing is carried out for the missing values in the dataset that has been 

examined. At the previous stage, it was found that there was a missing value in the ammonia column.  

Thus, the data preprocessing process is carried out in the “ammonia” column. the data preprocessing method 

used is changing the missing value to a value of 0. Here is Figure 4 code for preprocessing data. 

 

 

 
 

Figure 4. Code for preprocessing data 
 
 

3.4.  Data train and data test 

The next step is to divide the data into 2 types of data, namely data train and data test. Data train is 

used to train machine learning models while data test is used to test machine learning models that have been 

trained. the division of data train and data test for research is divided into 80% of the total dataset in the form 

of data train and 20% of the total dataset in the form of data test. In Figure 3 code for imbalanced dataset 

examination, it can be seen that the dataset used is imbalanced, where a data balancing process is required. 

One of the data balancing processes is by smote which by running code that can be seen in Figure 5 code for 

balancing data. 

 

 

 
 

Figure 5. Code for balancing data 

 

 

3.5.  Machine learning models 

In this step, several models are used with each different machine learning algorithm. The machine 

learning algorithm used in the research is XGBoost, RF classifier, DT classifier, AdaBoost classifier, SVM, 

Naïve Bayes, and extra tree classifier. A brief explanation of each algorithm is as follows: 
 

3.5.1. Decision tree 
The DT algorithm is one of the most powerful and widely used algorithms in various fields, namely 

machine learning, image processing, and pattern identification. The DT is a sequential model that brings 

together an efficient and cohesive set of basic tests in which the numerical features are compared to the 

threshold values in each test. Conceptual rules are much easier to construct than numerical weights in 

connections between nodes in a neural network. DT is also a classification model (classification) that is 

always used in data mining. Nodes and branches consist of each tree. Each node represents a feature in the 

category to be classified and each subset determines the value taken by that node. Because DT analysis is 

simple and rigorous on various forms of data, many research implementations are using the DT algorithm [16]. 
 

3.5.2. Random forest 
RF is an algorithm for supervised learning that can be used for both classification and regression. RF 

consists of several DTs. The more DTs you have, the stronger the RF algorithm will be. The RF algorithm uses 

averages to improve prediction accuracy and control overfitting. Sub-sample size is controlled with 

max_samples if bootstrap = true (default), otherwise the entire dataset is used to construct each tree [17]. 
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3.5.3. Extreme gradient boosting 

Gradient boosting includes DT-based supervised learning that can be used for classification and 

regression. The gradient boosting algorithm works sequentially adding previous predictors that don’t match 

the predictions to the ensemble, ensuring mistakes previously made are corrected [18]. extreme gradient 

boosting also known as XGBoost is a machine learning library that is used for prediction and classification, 

the XGBoost method has the same function as other machine learning methods. XGBoost can be applied to 

various fields such as education, health, government, and so on. XGBoost in the process requires several 

parameters including the following [19]:  

 colsample_bytree is a parameter to select the number of column samples to be used in the program. 

 eta is a learning rate parameter that functions to prevent overfitting of the model. 

 Gamma is a parameter to determine the pruning of the nodes in the created tree. The bigger the gamma 

the more conservative the model is built. 

 max_depth is a parameter to determine the depth of the tree to be built. 

 min_child_weight is a parameter to determine the minimum weight limit that a node has. 

 subsample is a parameter to select the number of sample data rows to be used. 

 objective is a parameter that serves to determine the purpose of the model built such as regression and 

also classification. 

 eval_metric is a parameter to select the evaluation size used. Evaluation measures consist of mean 

absolute error (MAE), mean squared error (MSE), and RMSE. 

 

3.5.4. AdaBoost classifier 

Boosting is a technique in machine learning that enhances prediction accuracy by amalgamating 

weaker and less accurate rules, includes AdaBoost, also referred to as AdaBoost, as one among various 

boosting algorithm variants [20]. These boosting algorithms, including AdaBoost, find versatile application 

across diverse fields, owing to their strong theoretical foundation, precise predictive capabilities, and straight 

forward implementation involving the following sequential steps: 

1. Input: s collection of research samples labeled {(xi, yi), …, (Xn, Xn)}. 

2. Initialize: the weight of a training sample Wi1 = 1/N, for all i=1, …, N. 

3. Do for t=1, …, T 

a. Use the component learn algorithm to train an ht classification component, on a training weight 

sample. 

b. Calculate his training error at, 

 

ℎ𝑡: 𝜀𝑡 = ∑ 𝑤𝑖
𝑡𝑤

𝑖=1 , 𝑦𝑖 ≠ ℎ𝑡(𝑥𝑖) (1) 

 

c. Set the weights for the component classifier to on, 

 

ℎ𝑡 ==  𝑎𝑡 =
1

2
ln (

1−𝜀𝑡

𝜀𝑡
) (2) 

 

d. Update the training sample weights, 

 

𝑤𝑖
𝑡+1 =

𝑤𝑖
𝑡 exp{−𝑎𝑡𝑦𝑡ℎ𝑡(𝑥𝑖)}

𝑐𝑡
, 𝑖 = 1, … , 𝑁 𝐶𝑡 (3) 

 

which is a normalized output constant of, 

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝑎𝑡ℎ𝑡(𝑥)𝑇
𝑡=1 ) (4) 

 

3.5.5. Support vector machine 
The SVM is a versatile prediction technique that finds applications in both classification and 

regression scenarios. At its core, SVM relies on the fundamental concept of a linear classifier, enabling it to 

separate data in a linear fashion. However, its versatility extends to tackling non-linear problems through the 

strategic utilization of kernel functions in high-dimensional spaces. These kernel functions play a pivotal role 

by transforming the initial dimensions of a dataset from lower dimensions to relatively higher dimensions, 

effectively creating a more complex feature space. By doing so, the SVM can identify an optimal hyperplane 

as a separator, a crucial step in maximizing the inter-class distance in the input space [21]. This ability to 

adapt to both linear and non-linear data distributions makes SVM a powerful tool in various machine learning 

and data analysis tasks. 
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3.5.6. Naïve Bayes 
Naïve Bayes is a widely used machine learning algorithm, particularly in the realm of text 

classification. This algorithm leverages probabilistic calculations and is rooted in the foundational work of 

the British scientist Thomas Bayes. Bayes’ theorem, the cornerstone of this algorithm, allows for the 

estimation of future probabilities by analyzing past experiences. In practice, the Bayes optimal classifier 

applies this theorem to calculate the probabilities of class membership for each attribute within a given 

dataset, leading to the determination of the most optimal class [22]. This approach has found extensive 

applications in natural language processing, spam detection, sentiment analysis, and many other areas where 

text classification is essential. Its simplicity and effectiveness make Naïve Bayes a valuable tool for a wide 

range of classification tasks. 

 

3.5.7. Extremely randomized trees 

The extra trees classifier, also known as extremely randomized trees, falls within the ensemble DT 

learning category and distinguishes itself by constructing a forest of unpruned DT. In this approach, the 

selection of attributes and splitting points during node separation is deliberately randomized, producing a set 

of uncorrelated DTs. While similar in concept to the RF classifier, which also forms an ensemble of DTs, 

extra trees’ key distinctions lie in its use of the original training data for each tree and its unique feature 

selection process that involves choosing the best features to split based on criteria like gini index, entropy, or 

information gain, achieved by randomly sampling k features from the feature set for each test node [23]. 

 

3.6.  Cross validation and hyperparameter 
During this stage, the model development process unfolds, incorporating cross-validation (CV) and 

the fine-tuning of hyperparameters, which are predetermined parameters set prior to commencing the 

learning process. In contrast, model parameters, encompassing the algorithm-derived weights and 

coefficients, are derived through the training data. Each algorithm features a distinct set of hyperparameters; 

for example, a DT’s depth parameter. CV emerges as a pivotal statistical technique utilized to gauge the 

accuracy of machine learning models. Given the uncertainty surrounding how well a trained model will 

generalize to previously unseen data, CV aids in assessing its predictive performance. By evaluating the 

model’s performance on new and unseen data, it becomes feasible to gauge its complexity, the risk of 

overfitting, or its capacity for generalization. In scenarios where data is limited, CV proves invaluable in 

testing the effectiveness of a machine-learning model, as is the case in this research endeavor [24].  

The objective of this step is to fortify machine learning models, ensuring that the accuracy achieved during 

testing is highly dependable. To streamline the process of configuring CV and hyperparameters, the 

GridSearchCV library in Python is employed. GridSearchCV plays a vital role in the hyperparameter 

optimization process for each model, facilitating the attainment of optimal performance by fine-tuning the 

parameters, as illustrated in Table 2 parameters using GridSearchCV. 

 

 

Table 2. Parameters using GridSearchCV 
Algorithms Parameters 

XGBoost {‘colsample_bytree’: 0.8, ‘gamma’: 0.2, ‘learning_rate’: 0.1, ‘max_depth’: 5, ‘min_child_weight’: 3} 

RF {‘max_depth’: none, ‘min_samples_split’: 5, ‘n_estimators’: 50} 

DT {‘max_depth’: none, ‘max_features’: none, ‘min_samples_leaf’: 4, ‘min_samples_split’: 10} accuracy: 0.965 

AdaBoost {‘learning_rate’: 1.0, ‘n_estimators’: 100} 

SVM {‘C’: 10, ‘gamma’: 0.1, ‘kernel’: ‘linear’} 

Naïve Bayess {‘var_smoothing’: 0.0001} 

Extra tree {‘max_depth’: 30, ‘min_samples_leaf’: 1, ‘min_samples_split’: 6, ‘n_estimators’: 300} 

 

 

3.7.  Evaluation models 
In this stage, the process of testing the models using test data is carried out, and the results of 

evaluating the models trained are recorded in one of the machine learning evaluation methods, namely the 

classification report. A classification report is a method for evaluating machine learning classification models 

(machine learning). The classification report provides a summary of model performance with various metrics 

such as precision, recall, F1-score, and accuracy. Precision is used to calculate how much the ratio/accuracy 

of the predictions made by the model is correct, recall is the classifier’s ability to find all positive cases, and 

F1-score is the harmonic average of weighted precision and recall. Score has a lower accuracy percentage 

than accuracy because it embeds precision and recall into its calculations, and accuracy is used to calculate 

the ratio of correct predictions, both positive and negative, with all existing data. Precision, recall, F1-score, 

and accuracy calculations can be calculated with the following formulation [25]. 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = (
𝑇𝑃

𝑇𝑃+𝐹𝑃
) ∗ 100% (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 = (
𝑇𝑃

𝑇𝑃+𝐹𝑁
) ∗ 100% (6) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (7) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
∗ 100% (8) 

 

 

4. RESULT AND DISCUSSION 

Based on the results of the research conducted, it can be seen that the use of the XGBoost algorithm 

model produces a more accurate prediction of water quality. This can be seen from the developed model 

having a higher accuracy value compared to the other model with different algorithms. Implementation 

results can be measured from the results of water quality predictions generated by machine learning 

algorithms (machine learning). The test is carried out using test data that is separate from the training data. 

The predicted results are then compared with the actual values to determine how accurate the resulting 

predictions are. This implementation uses several machine learning algorithms so that comparisons are made 

to determine whether the XGBoost algorithm model outperforms other machine learning algorithm models. 

In this test, the evaluation results were obtained which were a classification report on the machine learning 

algorithm model, along with a graph of the evaluation results of the machine learning algorithm model. Plot 

graph evaluation of each model without hyperparameter can be seen in Figure 6 Evaluation results without 

hyperparameter. The evaluation results shown in the Figures 6 summarized in a table called the classification 

report. The evaluation results of the classification report on machine learning models used to predict water 

quality can be seen in Table 3 evaluation results of the classification report without hyperparameter. 

The evaluation results shown in the Table 3 show that the XGBoost algorithm achieves the best 

evaluation in terms of accuracy, precision, recall and F1-Score. However, it has not achieved the desired 

results. Then a cross validation and hyperparameter process was carried out to strengthen the accuracy of the 

model. The following is a graph of the results of evaluating machine learning algorithm models using 

hyperparameters which can be seen in Figure 7. Evaluation results with hyperparameter. The evaluation 

results shown in the Figure 7 summarized in a table called the classification report. The evaluation results of 

the classification report on machine learning models used to predict water quality can be seen in Table 4 

evaluation results of the classification report with hyperparameter. 
 

 

 
 

Figure 6. Evaluation results without hyperparameter  
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Table 3. Evaluation results of the classification report without hyperparameter 
Methods Accuracy Precision Recall F1-score 

XGBoost 96.93% 92.65% 82% 87% 

RF classifier 96% 97% 69% 80% 

DT classifier 95% 83% 84% 84% 

AdaBoost classifier 93% 86% 54% 66% 

SVM 78% 31% 76% 44% 

Naïve Bayess 88% 47% 39% 43% 

Extra tree classifier 93% 88% 64% 61% 

 

 

 
 

Figure 7. Evaluation results with hyperparameter 

 

 

Table 4. Evaluation results of the classification report with hyperparameter 

Methods Accuracy Precision Recall F1-score 

XGBoost 97.06% 96.42% 81% 88% 

RF classifier 95.94% 96% 70% 81% 

DT classifier 95.69% 86.73% 85% 86% 

AdaBoost classifier 93.00% 84% 57% 68% 

SVM 90.06% 79% 34% 47% 

Naïve Bayess 77.63% 23% 65% 34% 

Extra tree classifier 93.19% 97% 49% 66% 

 

 

The evaluation results shown in the Table 4 show that the XGBoost algorithm achieves the best 

evaluation in terms of accuracy, precision, recall, and F1-score. One of the reasons why XGBoost achieves 

excellent evaluation results is because of its superiority in overfitting and the bias-variance tradeoff. 

XGBoost is an ensemble learning technique that combines many small DTs sequentially. By boosting, the 

model will focus on data that was previously poorly predicted, thereby reducing errors in more complex 

predictions. Even though XGBoost shows the best evaluation results in the Table 4, the performance of an 

algorithm is also very dependent on the characteristics and data structure used. To show the significance of 

the proposed model, a performance comparison was carried out in this study. In this regard, several recent 

studies related to the current problem were selected. The study [4] used an ensemble model for water 

prediction, while the study [5] used an ANN for water prediction. Similarly, models from previous studies 

regarding water quality prediction were implemented on the current dataset. Comparison results can be seen 

in Table 5 comparison machine learning model with previous research. 
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Table 5. Comparison machine learning model with previous research 

Research Machine learning algorithms Accuracy 

Dalal et al. [4] Ensemble model 96.4% 

Rustam et al. [5] ANN 96% 

This research XGBoost 97.06% 

 

 

5. CONCLUSION AND FUTURE WORKS 

The research on hyperparameter optimization with machine learning algorithms for water quality 

prediction succeeded in developing a model that can be used to predict water quality and whether these 

waters are fit for consumption. The study has yielded promising results with an impressive accuracy rate of 

97.06%. The study shows that XGBoost outperforms several other machine learning algorithms, highlighting 

its potential as a powerful tool for environmental monitoring and water quality management. The findings of 

this study indicate that XGBoost is a highly effective method for water quality prediction, surpassing the 

performance of other machine learning approaches. The achieved accuracy of 97.06% is satisfactory and 

outstanding, demonstrating XGBoost's potential in environmental monitoring and water quality management. 

However, there are opportunities for further improvement and future research in this area.  

The following points highlight potential future works such as follows: i) to enhance the performance of the 

XGBoost model, researchers can explore hyperparameter tuning techniques such as grid search and Bayesian 

optimization. Fine-tuning the model's hyperparameters can lead to better generalization and robustness, 

resulting in improved predictive accuracy, ii) conducting a comparative analysis with other state-of-the-art 

machine learning algorithms can provide valuable insights into the strengths and weaknesses of various 

models. This analysis will aid in selecting the most suitable algorithm for water quality prediction tasks in 

different scenarios, and iii) increasing the dataset's size and diversity through data augmentation techniques 

can improve the model's ability to handle different water quality scenarios and enhance its predictive 

accuracy. 
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