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 The data-driven techniques have utilized data mining and machine learning 

(ML) techniques in the biomedical and healthcare fields. The process of 

decision-making in uncertain contextual related to human addictions and 

emotions play an important role in the present research. The main aim of the 

research is to perform classification and generate a support system for 

uncertain addiction circumstances by proposing a technique for drug 

addiction treatment. The human behavior has majority shown challenges for 

the prediction of human behaviors that includes body poses estimation, 

movements and interaction with objects. This pose estimation has showed 

complexity with more pose aspects and the proposed research attempts to 

understand the human behaviors. The present research uses the local 

interpretable model-agnostic explanations (LIME) for finding the input 

features which are most important to generate a particular output based on 

decision service. LIME understands the model to perturb the data samples as 

an input and understands shows predictions change. Also, the ensemble 

classifier contains classifiers group that combines for performing the 

prediction of all unseen instances based on voting. The proposed LIME 

Feature-Ensemble classifier obtained 97.54% of accuracy when compared to 

the existing convolutional neural network (CNN) of 59.33% and Ensemble 

model of 93.33% accuracy. 
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1. INTRODUCTION 

The drug is a chemical or medical constituents that modifies the brain functions resulting with mood 

perception changes, consciousness, behaviors, and cognition [1]. The drug causes serious harm among people 

brains and bodies [2]. Therefore, a criminal act has caused because of these endangering qualities that has 

involved statistics and probability theory, complexity in the algorithms working with other disciplines  

[3]–[5]. The model has extracted useful information which are hidden incompletely due to random noise 

generation. The existing data mining techniques use an iterative process which showed complexity based on 

the continuous cyclic process [6], [7]. The decision-making based on the addictive behaviors is ambiguous 
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which is necessitating self-awareness [8]. However, there is still more research required to investigate the 

needs of the human psychometric model which quantifies the activities of a particular area of addiction [9]–

[11].  

The addiction is transformed from one person’s physiological characteristics and addictive behavior 

is compulsive behavior. It begins as a pleasurable activity that progresses to serious demand and compulsive 

conduct [12]–[14]. The main goal was to show a framework that allowed an individual to input the lifestyle 

activities as input [15]–[17]. Sometimes, human behavior is sensitive, compulsive, and also time- 

consuming [18]. Therefore, it is essential to develop a cognition model for showing self-awareness of the 

addictive context. As there is unconsciousness present in the occasional activity, the model would show 

unnoticeable changes impacting the addictive perception [19]. Therefore, the addictive classification to 

structure various addict contexts using thresholding value, when the addict context is showing difficulty [20]. 

The quantity parameter is adopted as it is memorable for self-analyzing the quantity in multi contexts. The 

substance-based additions measure the quantity of consumption that seeks the substance for measuring the 

quantity of time spent and relevant period [21]. However, the prospect of emerging regulatory skills is further 

hampered by the leakage into the transient withdrawal of addictive behaviour [22]. This is because it 

encourages theexploration for instant satisfaction and elevates the behaviour to a chief role in person's life 

throughdeterminedviews, which helps to maintain the addiction and, ultimately, impedes treatment [23]. 

Addiction is a multifaceted illness that impairs both brain and bodily functions. Research has taken a variety 

of approaches to the various psychological components that underlie addiction, leading to the development of 

interpretative theories and models [24]. 

The existing researches for behavior addiction detection using machine learning models are as 

follows: Walters et al. [25] used machine learning models for identifying the imminent drinking habit. The 

prediction model tailored messages for those drinkers who are under high risk of homelessness. The 

predictors include mood, which were not interacting with the one who is in depression, lower commitment, 

being alcohol, urge to drink alcohol, alcohol-free that are easily available confident and being indoor. The 

models do not suggest only EMA reports but were worthy to assess the strong results. Hassanpour et al. [26] 

utilized a deep neural network that identified a substance based on social media data. Deep convolutional 

neural network (CNN) with long short-term memory (LSTM) was used to extract the predictive features. 

There are 228 individual 228 features which are related to alcohol addiction that were used for evaluation. 

The model classified the substance based on the risk but failed to provide explicit insight that has specific 

elements for increasing the risk of substances based on Instagram posts. Tassone et al. [27] utilized graph 

mining and deep learning models to determine the usage of the drug based on Twitter data. The classification 

using multiple methods showed better results compared to the existing classifiers. The present research 

utilized the drug which corresponded to the substance levels that frequently provide the usefulness of the 

system. Shahriar et al. [28] developed a machine learning approach for predicting the vulnerability of drug 

addiction. The number of the dataset used was larger and appreciated when the locations or areas with data 

collection were enlarged based on the variations in the outcome. 

Lu et al. [29] used boosting-based machine learning (ML) algorithms for predicting the level of 

aggression among the people addicted to drugs. The gradient boosting regression found the relevant 

psychological variables showed security, capital, trust, and alexithymia that were related to aggressive 

behavior significantly. However, the model was difficult to establish the true cause and relationships between 

the aggression and variables. However, the longitudinal data and ML method combined data should be 

applied. Yuan et al. [30] utilized a ML model for treating drug addicts based on virtual reality therapy. The 

drug addicts were watching virtual reality (VR) videos for distinct scenes, and heart rate and physiological 

data were collected. The hybrid ML technique combined K-means clustering with principal component 

analysis (PCA) for determining the drug addicts that find the relationship among the characteristic data. 

However, physiological characteristics were added and considered for comprehensive evaluation from 

multiple angles. Local interpretable model-agnostic explanations (LIME) look at what happens to the 

predictions when the machine learning model is fed different versions of your data. LIME delivers local 

model interpretability by varying the feature rate for data sample and monitoring the result influence. This 

often has to do with the queries that individuals have when viewing the output of a model. Ensemble methods 

are quite useful once a dataset has linear and non-linear data since multiple models are used to handle. For 

the aforementioned reasons, this study suggested the LIME Feature-ensemble classifier for the treatment of 

drug addiction. The contribution of the research work is to examine and model the addicted substances by 

humans using a cognitive psychometric model for decision making. The proposed research work contributes 

the following process: 

- This research collected some of the data sources such as universities, rehabilitation facilities, and 

addiction treatment facilities which are used to produce the primary quantitative and qualitative results. 
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- Once the data is gathered then, the LIME method is developed to identify the input features that are most 

crucial for producing a certain output based on decision service. Also, it comprehends how the model 

perturbs the input data samples and changes the predictions. 

- Additionally, the ensemble classifier trains a collection of classifiers that work together to perform the 

prediction as all unseen instances. 

The structure of the present research work are as follows: section 2 illustrates the process of 

proposed method. Section 3 represents feature extraction using LIME. Section 4 illustrates about the 

outcomes and comparisons. Section 5 defines the conclusion of the research.  

 

 

2. PROPOSED METHOD 

The major aim is to develop the prediction model to predict the early addictive habit that overcomes 

the problem of ambiguity during the classification approach. Figure 1 shows the proposed method block 

diagram. The data is gathered from every source that includes universities, rehabilitation centers, and 

addiction treatment centers which are used for the primary data quantitative and qualitative data. There exists 

a second dataset that is not sufficient for the prediction model. 

 

 

 
 

Figure 1. Overview of proposed model 

 

 

2.1.  Data collection 

The research work purpose is to find the drug addiction by developing a model for prediction. The 

gathered data is possible with sources which includes addiction treatment centers, rehabilitation center, and 

universities. The use qualitative and quantitative primary data methods. They are existed secondary datasets 

are not sufficient for developing the prediction model. Thus, the dataset is obtained by the HHS.gov official 

website that mainly focuses on the alcohol consumption, cocaine, cigarettes, and marijuana and their 

behaviors detection. The database concentrates mainly on 12 attributes which includes ethnicity, gender, age, 

country, education, personality measurement that have legal and illegal drugs. Also, the questionnaire 

answers related primarily to stored strings in the CSV files [31]. This later will be converted to numerical 

values if the symptom present is labeled as 1 or else 0. Researchers use some methods to explain missing 

data, which leads to several statistical methods for managing missing information. Missing completely at 

random (MCAR) refers to instances where data are missing at random, for as when multiple questionnaire 

forms are randomly assigned. Participants may not have access to some variables if several forms are used 

since they weren't provided with a particular form. Missing at random (MAR), also known as accessible 

missing data, is another sort of missing data in which a measure that predicts missingness is present yet the 

data are not fully missing at random. It is important to recognize that a statistical advantage over chance does 
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not always translate into clinical value. Instead, the relative clinical utility of a concept must be considered in 

relation to the additional cost and potential cost-benefit to the patient. Predictive performance must be 

statistically measured, regardless of the particular metric, and when employing cross-validation, this should 

be done via permutation testing. 

 

 

3. FEATURE EXTRACTION USING LOCAL INTERPRETABLE MODEL-AGNOSTIC 

EXPLANATIONS (LIME) 
With text, image, and tabular data, LIME performs effectively. Fidelity features provides us with a 

decent indication of the interpretable model's dependability in elucidating black-box forecasts inside the 

data's interest zone. The key component of LIME is its ability to operate with a readily interpreted, human-

readable description of the input. The result of LIME is a collection of explanations showing how each 

feature affects a data sample's prediction. This allows the feature modifications that will have the most 

impact on the prediction to be identified and provides local interpretability. In order to put the local surrogate 

models into practise, LIME was developed. As an alternative to training the model for prediction, the global 

surrogate model was employed. The black box model, which makes predictions using input data points, is 

present in the training data. Understanding the ML model for prediction is the primary goal. A fresh dataset 

consisting of altered samples that match the black box model for the predictions is generated by the LIME. 

The dataset trains the LIME with an interpretable model. The proximity of the weights is sampled with the 

instances implemented on the interpretable model. The interpretable model showed good approximation by 

using a machine learning model for predictions. The local surrogate model showed interpretability constraint 

which is expressed as shown in (1) and (2). 

 

 𝑒𝑥𝑝𝑙𝑎𝑛𝑎𝑡𝑖𝑜𝑛(𝑥) = 𝑎𝑟𝑔𝑚𝑖𝑛 ∈ 𝐺𝐿(𝑓, 𝑔, 𝜋𝑥) + 𝛺(𝑔)𝑒𝑥𝑝𝑙𝑎𝑛𝑎𝑡𝑖𝑜𝑛 (1) 

 

𝑒𝑥𝑝𝑙𝑎𝑛𝑎𝑡𝑖𝑜𝑛 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑔 ∈ 𝐺𝐿(𝑓, 𝑔, 𝜋𝑥) + 𝛺(𝑔) (2) 

 

From the (1) and (2), the model has an instance 𝑥 of the model 𝑔 that is a linear regression which 

reduces the loss 𝐿. It measures that the prediction is close to the original model 𝑓 while the complexity is low 

represented as 𝛺(𝑔), 𝐺 is the explanation for the linear regression models. The term ‘𝜋𝑥’ is known as 

proximity measure which is defined as a large neighborhood round with an instance 𝑥. The LIME optimizes 

with a loss and the complexity is determined by selecting a number of features at the maximum range. The 

number of features required for selection is 𝐾 which is used as an interpretable model. The lower 𝐾 value is 

used for easing the interpret model and the higher 𝐾 produces the higher fidelity. The training models were 

used for extracting the 𝐾 features. The Lasso model can monitor the higher regularization parameter 𝜆 that 

can model without features that get weights. These weight estimates differ from the value of zero. If 𝐾 

features are present in the model, then the desired number of features were selected. The other strategies are 

forwarded and backward to select the features. The full model contains all the features to model the intercept 

that tests the feature which would show improvement when added or removed until the features are reached. 

This is dependent on the type of data which can be a text, image, or table. The text images provide a solution 

with single words when the superpixels are turned off. The LIME creates a new sample to perturb 

individually the features. 

 

3.1.  Classification using ensemble classifier 

In contrast, individual models are less reliable predictors than ensemble classifiers. Ensemble 

methods are quite useful once a dataset comprises linear and non-linear data. Models that use ensemble 

techniques are usually neither overfitted nor underfitted, and bias and variance can be reduced. A model 

ensemble has consistently been less noisy and more dependable. Based on behavioural characteristics, drug 

addiction is classified into classes that are either addictive or non-addictive. The ensemble classifier is 

employed in the current study project to carry out the behavioural feature classification. Merging several 

structures with ensemble learning enhances the results and has produced better prediction performances than 

using a single model. The main idea is to learn the classifiers and make them vote. The models that are used 

in the present research are K-nearest neighbor (K-NN), random forest (RF), decision tree (DT), and neural 

network (NN) classifiers [32]. 

 

3.1.1. K-nearest neighbor 

The present research work uses KNN classifier for the evaluation of distances among the testing and 

training samples. These are recognized by the nearest neighbors [33]. The KNN classifiers consider only the 

nearest neighbors based on training and testing samples. There are distinct measures used for the distance 
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calculation among the testing and training samples. It uses Euclidean distance for calculating the distance 

using the KNN classifier [34]. 

 

3.1.2. Random forest 

The RF acts as an ensemble classifier that improves the model accuracy [35]. The constructed tree is 

individually established based on the bootstrap sample which contains actual information. The decision is 

made on the basis of the performance executed by the tree. Thus, the best decision comes when the tree is 

able to perform classification based on the voting of class objects. The selected class receives the best 

number of votes with object numbers. The RF can use both the boosting and bagging processes and selects 

the random variable for building up the tree [36]. 

 

3.1.3. Decision tree 

The DT is a classifier that can partition the feature space [37], [38]. The model can consider 𝐾 

number of observations which has 𝑝 inputs which are related with the response variable 

(𝑦𝑖 , 𝑥𝑖1 , 𝑥𝑖2, … , 𝑥𝑖𝑗 , … , 𝑥𝑖𝑝) for 𝑖 = 1, 2, . . . , 𝐾;𝑗 = 1, 2, . . . , 𝑝. The prediction label 𝑦𝑖  is having the input 

features which are represented as 𝑖; (𝑥𝑖1, 𝑥𝑖2 , … , 𝑥𝑖𝑗 , … , 𝑥𝑖𝑝) are called as the input features. The classification 

of tree splits the input to the categories on the basis of input explanatory variables. Each of the variables are 

partitioned to sub regions that are having few observations. The next criteria when reached processes to 

continue with feature space partitioned into 𝑄 regions {𝑅1, 𝑅2, … , 𝑅𝑄}. The splitting point as a best variable is 

found when splited into the possible values. 

 

3.1.4. Neural network 

The artificial neural network (ANN) model is utilized a ML model which is applied to perform the 

non-linear process to improve the performance [39]. The multi-layer neural architecture has performed well 

on the computation model that has neurons connected with the previous layer. The neural network processes 

two procedure such as backpropagation and forward process. The signals of the input are processed into a 

forward direction which can be activated with the network layers from input to an output signal. There are 3 

layers in FFN model where the output obtained is on the basis of error value that is summed to get an output. 

The input and the output layers from all the classifiers are combined for enhancing the prediction results 

based on the voting approach [40]. 

 

 

4. RESULTS AND DISCUSSION 

The proposed ensemble model has simulated the results using a MATLAB (2019a) environment. 

Following that, the system needs to be operated with the windows 10 OS, 8GB RAM, Intel i5 processor, and 

4 TB hard disk. Table 1 displays the parameter description. 

 

 

Table 1. Parameter description 
Parameters Values 

Number of attributes 

Number of split 

12 

3 

Number of trees 30 
Iteration count 100 

Desired members 15 

Subcommittees count 
Number of instances 

3 
690 

 

 

4.1.  Performance metrics 
The proposed LIME feature-ensemble classifier is used in human additive behavior prediction to enhance the 

overall performance metrics. The mathematical expressions of accuracy, MCC, F-score, specificity and 

sensitivity are represented in (3) to (8). All the formulas are calculated based on true positive, true negative, 

false positive and false negative. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100 (3) 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
× 100 (4) 
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𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100 (5) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100 (6) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (7) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (8) 

 

where, 𝑇𝑃 denotes true positive, 𝐹𝑁 refers false negative, 𝑇𝑁denotes true negative, and 𝐹𝑃 refers false 

positive. 

 

4.2.  Quantitative analysis 

The results obtained by the proposed ensemble model with a local surrogate have obtained better 

values of accuracy compared to the existing models. The existing models such as NN, support vector 

machine (SVM), RF, and KNN model obtained distinct performances. The SVM model obtained 92% of 

accuracy, sensitivity of 94%, specificity of 90.67 %, F-score of 92%, precision of 92%. The results obtained 

from the proposed methods are shown in Tables 2 and 3. The KNN classifier obtaining 90.24% of accuracy, 

a sensitivity of 89.70%, and specificity of 88.78%, F-score of 87.25%, and precision of 89.45%.  

The ensemble model improved the classification which improved the prediction accuracy.  

 

 

Table 2. Outcomes of proposed model in terms of accuracy, sensitivity, and specificity  
Algorithm Accuracy (%) Sensitivity (%) Specificity (%) 

Proposed ensemble 97.54 96.78 96.73 

NN 92.72 94.12 91.25 
SVM 92.0 94 90.67 

RF 94.00 97.02 91.38 

KNN 90.24 89.70 88.78 

 

 

Table 3. Results obtained by the proposed method in terms of F-score and precision 
Algorithm F-score (%) Precision (%) 

Proposed ensemble 96.05 97.05 

NN 93.00 93.00 
SVM 92 92 

RF 94.00 92.00 

KNN 87.25 89.45 

 

 

4.3.  Comparative analysis 

Table 4 is the comparative analysis among existing and proposed method and results obtained by the 

existing models such as LSTM, CNN, ensemble model, and ensemble models. The value of precision for the 

LSTM model was obtained as 68.6%, 95.4% for the CNN model, ensemble model at 93%. The existing 

LSTM model failed to explicit a few of the specific elements during the classification of substances that 

obtained lower precision of 68.6%. The CNN model showed corresponding and frequently used illicit 

substances but lacked in training the data that obtained 59.33% of accuracy. Similarly, the dataset is expected 

to have larger data when the areas of data collection have improved. The results with variation in the results 

compared with the ensemble learning model showed 97.54% of accuracy. 

 

4.4.  Discussion 

The study's main objective is to develop a prediction model that can detect early addicted 

behaviours and resolve the ambiguity problem with the classification approach. Working with an 

interpretable description of the input that is simple for humans to understand which is a crucial significance 

for LIME. Since multiple models are connected to handle all data, ensemble methods are quite useful. 

Individual models are less reliable predictors than ensemble classifiers in terms of performance measures. 

The ensemble classifier combined the classifiers such as NN, SVM, RF, and KNN in order to forecast these 

unseen examples, which depend on the vote to produce the addictive human predictions. The suggested 

LIME feature outperformed the current CNN, which obtained 59.33% accuracy, in the comparison, achieving 

97.54% accuracy. 
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Table 4. Comparative analysis 
Datasets Method Accuracy (%) Precision (%) F-score (%) Standard 

deviation 

Ecological momentary 

assessment [25] 

Component-wise 

gradient boosting (CGB) 

80 - - - 

Collected data from instagram 
[26] 

LSTM - 68.6 72.4 - 

Twitter [27] CNN 59.33 95.4 67.7 - 

Collected drug consumption 
data [28] 

Ensemble model 93.33 93 93 - 

Zengcheng compulsory isolated 

detoxification cente [29] 

Gradient boosting 

regression tree (GBRT) 

- - - 8.38 

Drug rehabilitation center in 

zhejiang province [30] 

PCA-k-means clustering - - - 1.2 

Collected drug consumption 
data 

Proposed LIME with 
ensemble model 

approach 

97.54 97.05 96.05 - 

 

 

5. CONCLUSION 

The LIME is used for finding the input features that are important for the generation of particular 

output based on the decision. The ensemble classifier learns not only a single classifier features but with the 

group of classifiers that are ensembled to combine for performing the predictions of the classification of the 

unseen instances based on the voting. The proposed LIME feature with the ensemble classifier finds out the 

input features of human behavior that are most important generates a particular output based on decision 

service. Since all of these unseen instances are relied on voting to make the human addiction predictions, the 

ensemble classifier included classifiers such NN, SVM, RF, and KNN to perform the prediction. Compared 

to the current CNN, which obtained 59.33% accuracy, and the ensemble model, which obtained 93.33% 

accuracy, the suggested LIME feature with the ensemble classifier obtained 97.54% accuracy better. The 

suggested technique will be expanded to include social media sites like Facebook and Twitter in order to 

enhance behavioural addiction forecasts.  
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