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Abstract 
 Human body precise segmentation is difficult because of inter-occlusion when there are multiple 

human bodies in video. A coarse-to-fine segmentation method is proposed. In coarse segmentation, 
human shape models are used to get human’s position and coarse region. The human models with variant 
scale and posture are constructed with head, torso, and legs. For each human body, its corresponding 
human shape model is obtained by model matching, and by which human position is obtained roughly. 
Human precise contour is obtained in fine segmentation by curve evolution with initial contour obtained 
from coarse segmentation. Experiment results show that the proposed method could segment human 
object precisely.  
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1. Introduction 

Crowd precise segmentation is important for human tracking and recognition. However, 
when there are multiple pedestrians, human object precise segmentation is difficult because of 
inter-occlusion.The models which human body segmentation based on could be classified into 
dynamic model and appearance model. Dynamic models are made up of object’s moving 
speed, direction and other dynamic features [1, 2]. Appearance models are made up of color, 
shape, position and other features which represent object's appearance. Elgammald and 
Ramanan used color and position information to construct object models under the assumption 
of object entering the camera view lonely [3, 4]. and in this condition, each object’s region was 
obtained by  kernel density estimation. Zhe modified Elgammald’s method, and used EM 
evolution for human segmentation [5].  Wu and Sapp made up human body part classifications 
with boosting algorithm [6, 7]. Lu employed a coarse to fine method to segment human body 
from photos [8]. 

Human shape models coud provide position, area, posture, and some other rough 
information; it means that based on human shape models, human object could be segmented 
roughly. However, getting precise contour of each object is necessary for human object precise 
segmentation. In this paper, a method based on both human shape model and level set is 
proposed. Human objects' number, rough area and shape models are obtained through initial 
segmentation, then on the basis of initial segmentation, each object’s precise contour is 
obtained by curve evolution using level set. 
 
 
2. Coarse Segmentation Based on Human Shape Model  
2.1. Overview of the Method 

Human body is made up of head, tarso, arms and legs, and the human shape changes 
regularly, as shown in Figure 1 and Figure 2. So, 7 human shape models with different posture 
are consturcted consisting of ellipses to simulate human walking including 3 front views and 4 
side views, as shown in Figure 3. 

Suppose the object region detected by background subtraction is denoted as I, θ is 
human shape model, the best segmentation result could be obtained by estimating the 
maximum of posterior probability, as shown in Equation (1). 
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*
arg max ( | ) Θθ P θ Iθ                                                                   (1) 

     
Where θ={n,{M1,M2,…,Mn}}, n is the number of human objects, M is the human model 
parameter, defined as M={h,height,l}, and each factor presents head position, human height and 
human pose separately. 

Based on Bayesian theory, we know that, 
 

( | ) ( | ) ( )P θ I P I θ P θ                                                                        (2) 

       
Where P(θ) is the object prior probability, P(I|θ) is the similarity of model and foreground region. 
Suppose each object appearances with equal prior probability, the  segmentation  result  is θ* 
which maximize the  similarity P(I|θ). 

 

 
 

Figure 1. Side View of Human Walking 
 
 

        
Figure 2. Front View of Human Walking 

 
 

 

 
2.2 Head Candidates  
2.2.1. Get Head Candidate Region with Region Search 

For a point h in foreground, let it as the upper left corner to build a rectangle with height 
of object and width of 1/3 height. Section 2.3 describes how to get the height of human shape 

 
Figure 3. Human Pose Models
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model. The probability of head candidate point r(h) is the proportion of pixels in foreground and 
the rectangle, that is: 

 

( ) obj

rec

S
r h

S
                                                                                                     (3) 

   
Based on Equation (3), object head candidates could be obtained by setting a threshold 

T, as shown in Figure 4(c). However, the head candidates with high probabilities are not all true 
head candidates, so object edge and head shoulder matching is applied to eliminate most of the 
false candidates [9]. 

 
2.2.2. Edge Based Head Shoulder Matching 

The head shoulder shape is almost unchanged while human is walking, so a head 
shoulder model is constructed to evaluate the head candidates, as shown in Figure 4. For a 
point h in edge image, the similarity between it and the head shoulder model is defined as 
follows:  

 

0 0  g( ) ( , , ) ( ) ( )m
v

P h G v v δ n v n v N                                                                       (4) 

         
Where v  is the nearest point of edge image to the head shoulder model in the direction that the 
test line points to,  v0 is the intersecrion of  testline and head shoulder model contour, G(v,v0,δ) 
is a Gaussian model, n0 (v) is the normal direction of point v,  and nm(v)  is the direction of  test 
line where point v is, N is the number of test lines in head shoulder model.  
The method of get head candidates is shown in Figure 5. 
 

 
Figure 4. Head Shoulder Model 

 
 

 
 
 

        
      (a)                                 (b)                                 (c)   

 

                                                       
    (f)                                (e)                                 (d) 

 
Figure 5. The Process of Getting Head Candidates. (a) a video frame, (b) object region, (c) 

probability of head candidate, (d) object edge image, (e) head shoulder model, (f) head 
candidates (black points).

   

 

 

Test  line 
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2.3. Human Shape Model Height Estimation 
2.3.1. Foot Point Estimation 

The height of object in image is related to the distance between object and camera 
optical center, so, the human model height could be estimated from the head point h by 
estimating the foot point under the assumption that all the humans are all adult, that is: 

 

1 1

   
      
      

g
f h

f h

x x

y H y                                                                                    (5) 

 
Where H is the homography matrix between the planes of feet and heads are located, and it 
could be estimated with least squares method [10]. (xf,yf) is the estimated foot point coordinate, 
and (xh,yh) is the head point coordinate. 
 
2.3.2. Homograpy Matrix Estimation  

Homography matrix connect human head from foot points. Given n(>=4) head points 
and their corresponding foot points 1 2( , )i im m ,the homography matrix H could be estimated. 

 Let 
1 2 3

4 5 6

7 8 1

 
   
  

, ,

, ,

, ,

h h h

H h h h

h h

, and it could be written as a vector 1 2 3 4 5 6 7 8 1 ( , , , , , , , , )h h h h h h h h h  , given a 

pair of matching points 1 1 1[ , ,1] Tm x y and 2 2 2[ , ,1] Tm x y , 2 linear equations about h could be 

obtained, as shown in Equation (6) and Equation (7). 
 

1 1 2 1 2 1 2( , ,1,0,0,0, , )  x y x x x y h x                                                                (6) 

 
1 1 2 1 2 1 2(0,0,0, , ,1, , )  x y y x y y h y                                                                (7) 

 
There are 8 unknown numbers in H, so 4 pairs of matching points are needed to get H, 

besides, the matching points should not be colinear. 
 

2.4. Similarity between Object Region and Shape Model  
When shape model covers object region, the similarity between image I and shape 

model    is defined as Equation (8). 
 

10 10 01 01( )( | )   λ N λ NP I θ αe         (8) 
                                                                                                                                                                           

where α is a constant independent of  . N10 is the number of pixels that are in object region 
but not in shape model, N01 is the number of pixels that are in shape model but not in object 
region. λ10  is a coefficient dependent on the probability  that a pixel is in object region but not in 

shape model, and λ01  is a coefficient dependent on the probability that a pixel is not in object 

region but in shape model. 
 

2.5. Human Shape Model Matching 
Suppose there are Ns head candidates obtained from section 2.2, the true object 

number n meet the condition of n≤Ns. The solution θ* which maximized the probability P(I|θ) is 
obtained by iteration. 

For a head candidate point h, the pose l in object model is obtained by Equation (9). 
 

1 7  : ( )argmax ( ), Fj

Mj

j j j

S
P l

S
l P l                                                        (9) 

  
Where SM is model area, SF is foreground area covered by the model. 
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The steps of finding solution θ* which maximized posteriors are as follows: 
(1) Initialization，let θ*={Ns,{M1,M2,…,MNs}},Mi={hi,heighti,li}, the similarity between 

model and object region P(I|θ*) could be computed through Equation (8). 
(2) For all the Ns head candidates, put off the current object t（t=1,2,…,Ns），let

* , cur tθ θ θ  1, t tM , compute the similarity P(I|θcur) again.  

(3) If P(I|θcur) >P(I|θ*), let θ*＝θcur, else，keep θ* unchanged, and return to step (3).   
 
 

3. Fine Segmentation Based on Level Set 
3.1. Overview of the Method 

The contour  is initialized based on the coarse area of each object obtained from initial 
segmentation, and the precise region is obtained through curve evolution with level set, that is 
let N-1 level sets to achieve N regions segmentation. 

Suppose the image is separated into N regions by N-1 curves without region overlap, let 
the ith evolution curve is expressed as  ( , ), [1,... 1] 

ur
iγ s t i N ,where arc length [0,1]s , t is 

evolution time, the close curve set expressed as   1

1
( , ) : [0,1]




 

ur N

i
i

γ s t could separate the image Ω  

into R regions, as shown in Equation (10). 
 

1 1 2 1 2 1 1 2 1
1 2 1, ,..., ... ,..., ...

 
          uur uur uur uur uur uuuur uur uur uuuur

N N

c c c c c c
N Nγ γ γ γ γ γ γ γ γ

R R R R R R R R R R R R R                  (10) 

                                                                         
Where uur

iγ
R  and uur

i

c

γ
R  indicate inside and outside region separately, zero level sets number N-1 is 

human objects number obtained from initial segmentation in this paper. 
 
3.2. Realization of Human Body Segmentation with Level Set 

Suppose the image is 2:I R  , the energy is defined as: 

 
( , ) ( , ) ( ) ( )  
r r r ur

R E C
iE γ u E γ u E γ E γ                                                          (11) 

             
Where: 
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Where    , 1, ..., 1 , , 1, ...,    

r ur
i Riγ γ i N u u i N is the pixel average value, , 1,2,...,iλ i N  is weight 

value, and μ  is weight value above 0. 

So, the human object precise segmentation is to find the minimum energy ( , )
r

E γ u .  
Suppose the zero level set according to the region encircled by evolution curve sets

 , 1, ..., 1 
ur

iγ i N  is { ( , ) 0, 1,2,..., 1}   i x y i N , and the level set function is defined as follows: 
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Suppose H(x) is Heaviside function, and it is defined as follows: 
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1,  0
( )

0,  0


  

if x
H x

if x
                                                                      (16) 

     
The region indicative functions are defined as follows: 
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So, the curve evolution equation could be expressed by Equation (18).   
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Where 
iRu is the average value of region encircled by curve i , and ( )i x  is defined as: 
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Where ( , )i x tχ satisfies： 
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3.3. Crowd Segmentation Step with Level Set 

The crowd segmentation steps are as follows: 
(1) Level set initialization 
Suppose there are N human shape models, for each object, the initial curve is a circle 

which let the center of object model as center point, and let one tenth of human shape model as 
radius. So, the ith level set is defined as Equation (21): 

(2) Update the level sets based on Equation (18) sequentially. 
(3) If the evolution is unfinished, return to step 2.  
 

         

         

         



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( ,0) 0 ( , )

( ,0) 0 ( , )

( ,0) 0 ( , )

i i i

i i i

i i i

x if d x center radius

x if d x center radius

x if d x center radius

                                                 (21) 

  
 
4. Results and Analysis 

In order to test the effectiveness of proposed method, videos of CAVIAR and Campus 
are tested separately. Campus is a video shoot by the authors themselves, as shown in Figure 6-
7. CAVIAR is an open video database, and the experimental results as shown in Figure 8-9.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
Figure 6. Object segmentation result of Campus1 frame 720#. (a) shows the original video frame. 

(b) shows the object models obtained. (c) shows the object region segmented by level set. (d) 
shows the segmentation result of reference [3] 

 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
Figure 7. Object Segmentation Result of Campus1 Frame 725#. (a) shows the original video 

frame. (b) shows the  object models obtained. (c) shows the object region segmented by level 
set. (d) shows the segmentation result of reference [3] 

 
       

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
Figure 8. Object Segmentation Result of CAVIAR ShopAssistant2Cor Frame 231#. (a) shows the 

original video frame. (b) shows the object models. (c) shows the object region segmented by 
level set (d) shows the segmentation result of reference [3] 

 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
Figure 9. Object Segmentation Result of CAVIAR ShopAssistant3Cor Frame 171#. (a) shows the 

original video frame, (b) shows the object models, (c) shows the object region segmented by 
level set, (d) shows the segmentation result of reference [3] 

 
 
In order to test the accuracy of proposed method, we define the accuracy rate as follows: 
 

 ture

obj

N
r

N
                                                                                           (22) 
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Where Nture  is the pixel number of being segmented correctly for all objects, and Nobj is the pixel 
number of all objects. Table 1 shows the accuracy rate. 

 
 

Table 1. Human Object Segmentation Accuracy Rate 
Method Accuracy rate 
Proposed method in this paper 85.6% 
Method in Reference[3] 74.2% 

 
 

The proposed method could segment crowd object precisely, however, when the color of 
human varies frequently, the method is not suitable as well. So, a method tolerate to color 
variation should be researched in the future. 

 
 

5. Conclusion 
When there are multiple human objects, it is difficult to segment each body precisely. A 

coarse-to-fine segmentation method is proposed in this paper. In coarse segmentation step, a 
Bayesian estimation based object initial segmentation was done by shape model matching, from 
which, human’s position, height, and posture are obtained roughly. In fine segmentation step, the 
precise region of each object was obtained through curve evolution with level set. Experimental 
results show that the proposed method could segment crowd object precisely. For curve 
evolution of each object, it is expressed by only one level set, so when there are some different 
colors in object cloth, the segmentation result is not satisfied, so, multiple level sets for one object 
could be considered in the future. 
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