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Abstract 
Demand forecasting for port critical spare parts (CSP) is notoriously difficult as it is expensive, 

lumpy and intermittent with high variability. In this paper, some influential factors which have an effect on 
CSP consumption were proposed according to port CSP characteristics and historical data. And analytic 
hierarchy process (AHP) is used to sieve out the more influential factors. Combined with the influential 
factors, a least squares support vector machines (LS-SVM) model optimized by particle swarm 
optimization (PSO) was developed to forecast the demand. And the effectiveness of the model is 
demonstrated through a real case study, which shows that the proposed model can forecast the demand 
of port CSP more accurately, and effectively reduce inventory backlog. 
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1. Introduction 

Port enterprises play a very important role in economic development, and they also play 
a significant role in the whole logistic chain. In order to avoid downtime of the equipment due to 
spare parts shortage, port enterprises tend to store large amounts of spare parts, which take up 
a lot of inventory capital, but even so, spare parts shortage phenomenon still occurs frequently. 
Therefore, predicting spare parts demand has become the key to solve these problems [1]. In 
this paper, we focus on the critical spare parts, which are more important to the equipment and 
occupied more inventory capital. But CSP have the characteristics of multiple influence factors, 
non-linearity and high variability, which brings difficulties to predict the demand. 

Researchers have developed many forecasting techniques in the last decades, such as 
time series prediction method, Croston’s method, Bootstrapping, neural network [2, 3] and so 
on. Li and Kuo applied enhanced fuzzy neural network (EFNN) to forecast the demand for 
automobile spare parts in a central warehouse, using analytic hierarchy process (AHP) method 
to determine factor’s weight. The experimental results show that EFNN outperforms other 
models in fill rate and stock cost measures [4]. Hua and Zhang proposed an application of 
support vector machines (SVM) regression method for forecasting spare parts demand, which 
aiming firstly to forecast the occurrence of nonzero demands, and then to estimate lead-time 
demand. Their test using real data sets of 30 kinds of spare parts from a petrochemical 
enterprise in China suggested this method perform better than Croston’s, bootstrapping and 
other methods [5].  

Based on the above literatures, there are not many investigations focused on the CSP 
requirement prediction. Investigations on port industries are even fewer. In general, there is no 
appropriate forecasting model for predicting the requirement of port CSP. Further more, no 
methods have been previously proposed that make full use of real data based on port CSP 
relative factors, as we do in this study. In this article, Least Squares Support Vector Machines 
(LS-SVM) [6] regression, a semi-parametric modeling technique, is used to predict the port CSP 
demand. Firstly, we proposed some influential factors which have an effect on CSP 
consumption after analyzing port CSP characteristics and historical data. And applied analytic 
hierarchy process (AHP) to sieve out the more influential factors as the inputs of LS-SVM 
model. Secondly, aiming at the parameter optimization problem in LS-SVM, the particle swarm 
optimization (PSO) algorithm was adopted to optimize the parameter and improve the learning 
performance and generalization ability of LS-SVM model. The proposed PSO-LSSVM model 
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takes into account influential factors of port CSP, and the real case study with real data in 
Qinhuangdao port illustrates the effectiveness of the model. 

 
 

2. Research Method 
2.1. Analytic Hierarchy Process 

Analytic hierarchy process (AHP) was proposed by Thomas L.Saaty in 1980 [7], which 
is one of widely used multi-criteria decision-making methods. AHP involves the principles of 
decomposition, pair-wise comparisons, and priority vector generation and synthesis. In this 
study, the AHP method was used to select influence factors of the port CSP and determine the 
relative importance. 

The three main steps of AHP are shown as follows: 
Step 1: Construction of hierarchical structure. 
Step 2: Calculation of weights between factors at each hierarchical level. 
Step 3: Calculation of the overall hierarchical weights. 
Ask evaluators to make pair-wise comparisons of the relative importance of variables 

using the scale. Based on the results of the questionnaire, a pair-wise comparison matrix is 
constructed to calculate the characteristic values and the characteristic vectors, thereby 
examining the consistency of the matrix to derive a consistency index ( C.I ). For each 
alternative, the consistency ratio ( C.R ) is measured by the ratio of the consistency index to the 
random index (RI ). The equations are as follows: 

 

 maxλ - n CI
C.I = ,C.R = .

n -1 RI
                                                                                                   (1) 

 
Generally, the value of C.R  should be less than 0.1 to guarantee consistency. If 

consistency does not comply with the requirement, it means that judgments made are 
inconsistent. And the researcher shall explain the problem of every pair-wise comparison. After 
calculating weights of every factor, we can obtain the more influential factors as the inputs of 
LS-SVM model. 

 
2.2. Least Squares Support Vector Machines 

Least squares support vector machines (LS-SVM) is a modification of the standard 
support vector machine (SVM) and was develop by Suykens [6]. LS-SVM is used for the optimal 
control of non-linear systems for classification as well as regression. 

Given the sample of    k kD = x ,y ,k = 1,2, ,N , with input vectors  n
kx R  and output 

values ky R . The goal is to estimate a model of the form: 

 

�Ty(x) =ω (x) +b                                                                                                                 (2) 

  
Where ( ) �  is the mapping to a high dimensional feature space. Combine the functional 

complexity and fitting error, the optimization problem of LS-SVM is given as: 
 

  

N2 2

kω,b,e k=1

1
min Q ω,b,e = ω + e

2 2
  > 0  

s.t. T
k k ky = ω (x ) + b + e  k = 1,2, ,N                                                                           (3) 

  
This formulation consists of equality instead of inequality constraints. Constructing the 
Lagrangian: 
 

       
N T

k k k k
k=1

L ω,b,e,a = Q ω,b,e - a ω (x ) + b + e - y                                               (4) 
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Where ka R  are the Langrange multipliers. Setting the partial derivatives of  L ω,b,e,a  

respect toω , b , e  and a  to be 0, we get: 
 



    
    

    

T
N

-1
N N

0 1 0b
=

1 Ω+ Ι yα
                                                                                               (5) 

 

With  N1 = 1, ,1 ,  1 2 Nα = α ,α , α ,  1 2 Ny = y , y , y , and Mercer’s condition is applied within 

the Ω  matrix: 
 

 T
ij i jΩ = (x ) (x ) i, j = 1,2, ,N                                                                                     (6) 

 
The output of LS-SVM regression is: 
 

 
N

k i j
k=1

y(x) = a K x ,x + b                                                                                                 (7) 

 

Where ka  and  b  are the solutions to the linear system. Note that in the case of RBF Kernel, 

one has only two additional tuning parameter which is   and  ,   stands for the weight at 

which the testing errors will be treated in relation to the separation margin, and   stands for the 
width of the kernel function. The RBF Kernel is defined as: 
 

   2 2
i j i jK x , x = exp - x - x / σ                                                                                  (8) 

 
2.3. Particle Swarm Optimization 

As shown in (6) and (9),   and  are important parameters in LS-SVM model which 

determine the accuracy and generalization ability of LS-SVM model. However, these two 
parameters are given arbitrarily in general LS-SVM model. In this section, a new evolutionary 
computation called particle swarm optimization (PSO) [8] is applied to obtain optimal 
parameters of LS-SVM. PSO is an evolutionary computation technique based on swarm 
intelligence. It has many advantages over other heuristic techniques. PSO algorithm can exploit 
the distributed and parallel computing capabilities, to escape local optima and quick 
convergence. 

In PSO, individuals are called particles and the population is called a swarm. In a n-
dimensional complex search space, the i th particle updates its position and speed with the 
rules as given below: 

 
k+1 k k k k k
id i id 1 1 id id 2 2 gd idV = ω V + c r (P - X ) + c r (P - X )                                                          (9) 

 

 k+1 k k+1
id id idX = X + V ,i = 1,2, n,d = 1,2, D                                                         (10) 

 

Where  T
i i1 i2 iDV = (V ,V , V )  is the speed vector of  the  i th particle,  T

i i1 i2 iDX = (x , x , x )  is the 

position vector of  the i th particle, iω  is the inertia weight, 1c  and 2c  are learning parameters, 

1r  and  2r  are random value between 0 and 1. 

 
 
3. Modeling Based on AHP-PSO-LSSVM for Port CSP Demand Forcasting 
3.1. Analysis of Port CSP Influential Factors Based on AHP 

As the port enterprises locate in coastal areas, the surroundings of the equipment are 
very bad, and the equipment must undergo the bad environment, such as high-low temperature, 
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vibration and so on. Besides, port takes long-term continuous operation with a higher 
productivity, and the management level of the equipment maintenance personnel also plays an 
important part. Therefore, the reasons for CSP replacement are influenced by tasks, equipment, 
environment, human, accidents and many other complicated factors. 

In order to quantify these factors for the model's input, we analyzed the historical data 
and referred to the opinions of the experts. Besides, the authors have discussed with the 
experts and the questionnaire based on AHP was distributed to 30 managers and staffs, 28 
effective questionnaires were collected. After questionnaire investigation, data analysis and 
weight calculation according to AHP method, the descriptions and weights of each influential 
factor are listed as Table 1. In order to eliminate irrelevant noise and derive the forecasting 
result more accurate, the author will first assume five factors of the front as the input variable. 
They are equipment working hours, equipment handling volume, failure time, maintenance time 
and failure rate. In the next experiment section, the real data of four factors, five factors and six 
factors will be tested to see which dataset has the higher accuracy, and then the number of 
input variables is determined. 

 
 

Table 1. The Weights of each Influential Factors 
The influential factors Weights 

Equipment working hours 0.1525 
Equipment handling volume 0.1311 

Failure time 0.1249 
Maintenance time 0.1130 

Failure rate  0.1022 
CSP lifetime 0.0925 

The historical requirement at the same month 0.0879 
Quantity of CSP in one equipment 0.0757 

Environmental factors 0.0720 
Accidental factors 0.0482 

 
 
3.2. The PSO-LSSVM Model for Port CSP 

In order to build the LS-SVM model for Port CSP, we make the influential factors 
proposed above as the input vectors of LS-SVM, and make CSP demand as the output values 
[9]. The LS-SVM model for port CSP demand is shown in Figure 1. 

 
 

 
Figure 1. LS-SVM Model for Port CSP Demand 

 
 
The parameters   and  are optimized by PSO [10] with flowchart shown in Figure 2. 
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Figure 2. PSO Optimization Flowchart of LS-SVM 

 
 

4. Experiments and Discussion 
4.1. Data Preparation 

In this study, the time series data of port CSP consumption along with the five influential 
factors covered from January, 2008 to December, 2012, which is obtained from Qinhuangdao 
Port. From the dataset, there are 60 samples as each month is a sample, and the first 80% is 
used for training while the balance of 20% is for testing. The model is simulated with the LS-
SVMlab1.8 toolbox in MATLAB environment. Prior to training, all input and output were 
normalized using function scaleforSVM. The objective is to independently normalize each 

feature component to the specified range 0,1 , as normalization technique may improve the 

prediction accuracy and data mining algorithm [11].  
 

4.2. Parameters Optimization 
The original values of the parameters in PSO are shown in Table 2. And evaluate the 

desired optimization fitness function for each particle as the Mean Square Error (MSE) over the 
data set. Through the optimization steps in Figure 1, the optimal parameters are obtained as 
 = 26.8024 , σ = 1.7686 . 

 
Table 2. PSO Parameters 

Parameter value 
Swarm size 30 

Evolution generations 300 

Learning parameters 1c  1.5 

Learning parameters 2c  1.7 

numeric area of   [0.01,1000] 
numeric area of   [0.01,100] 

 
 
4.3. Evaluation Metrics 

For the purpose of evaluating the proposed technique, two quantitative evaluation 
metrics are utilized, namely Mean Absolute Percentage Error (MAPE), and Mean Square Error 
(MSE), which are defined as follows: 

set initial parameters of PSO 

determine search space of   and   

train model of LS-SVM 

compute values of fitness 

select optimal value of every particle 

select optimal value of particle swarm 

if meet the condition of ending? 

update current speed and position 

No 

Yes 
obtain optimal   and   
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ˆ


n i i

i=1
i

y - y1
MAPE = 100

n y
                                                                                               (11) 

 

 ˆ
n 2

i i
i=1

1
MSE = y - y

n
                                                                                                          (12) 

 

Where iy  stands for actual values, ˆ
iy  stands for predicted values, and n  stands for the number 

of samples. It is generally considered that the smaller the value of MAPE and MSE, the better 
accuracy of the prediction. 
 
4.4. Results and Discussions 

As shown in Figure 3, the proposed model PSO-LSSVM can obtain relatively accurate 
predictions for CSP demand, as 75% of the samples are predicted absolutely correct and the 
error of the rest is at most 2. By using the same test samples, compared with LS-SVM model 
using cross-validation optimization method. Computing the MAPE and MSE shown in Table 3, it 
is obvious that approximate accuracy of PSO-LSSVM is much better than LS-SVM with cross-
validation optimization. 

 

 
Figure 3. The Comparison Chart of Predicted Value and Actual Value of PSO-LSSVM Model 

 
 

Table 3. Table of Error Comparison 
model MSE MAPE 

PSO-LSSVM 0.4500 5.2944 
LS-SVM  0.8913 8.6571 

 
 
In the above experiment, five influential factors are taken as the input variables. In order 

to see if it is the best choice, we will compare with the models of four factors and six factors of 
the front in the result of AHP method. The comparison charts of predicted value and actual 
value of four factors model and six factors model are shown in Figure 4 and Figure 5. And the 
MSE comparison of the three model is shown in Table 4. From these fiures and tables, three 
prominent findings can be observed. 

First, it is obvious that LS-SVM model did a great job in port CSP demand forecasting. 
And the performance of PSO is better than normal parameter optimization method.  

Second, the model of six input variables has the best MSE, but Figure 3 and 5 illustrate 
that five and six factors models have the same prediction result. It means that the sixth factor 
CSP lifetime does not play an important role in the model. So, the demand forecasting model 
still choose the first five factors in the result of AHP method. 

Last, but not least. Using the proposed model, we can predict the mean demand of the 
spare parts next month, and set the range of safety inventory, which will effectively reduce 
inventory backlog. 



TELKOMNIKA  ISSN: 2302-4046  

Demand Forecasting Model of Port Critical Spare Parts (Zhijie Song) 

3489

Figure 4. The Comparison Chart of Predicted 
Value and Actual Value of Four Factors Model 

Figure 5. The Comparison Chart of Predicted 
Value and Actual Value of Six Factors Model 

 
 

Table 4. Table of MSE Comparison  
Model with different number of factors Four facrors Five facrors Six factors 

MSE  0.6528 0.4500 0.4405 

 
 
5. Conclusion 

Spare parts management has always been a very important part in factories, especially 
in port industry. Excessive spare parts will cause backlog of the inventory and insufficiency will 
cause termination of equipment operation, leading to loss. In this paper, a PSO-LSSVM model 
for port CSP is proposed. Unlike previous spare parts demand research, some influential factors 
are included as inputs in the model, which makes the model more comfort to the characteristics 
of the port CSP. In addition, a new PSO algorithm is introduced to optimize the parameters of 
LS-SVM model, and the experiments with real data in Qinhuangdao port show that the forecast 
accuracy of PSO-LSSVM method is better than normal LS-SVM method.  

The forecasting model of this paper can be provided as a reference of critical spare 
parts management in port enterprises to make planning and reduce risks and costs. And to 
other type of companies which also have spare parts problems, change some of the influential 
factors in the model may also adjust to their situation. It is noted that the paper gives a new 
forecasting method for spare parts demand, and the method is closer to the enterprise practice. 
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