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 As cyberspace has emerged, security in all the domains like networks, cloud, 

and databases has become a greater concern in real-time distributed systems. 

Existing systems for detecting intrusions (IDS) are having challenges coping 

with constantly changing threats. The proposed model, DR-DBMS 

(dimensionality reduction in database management systems), creates a 

unique strategy that combines supervised machine learning algorithms, 

dimensionality reduction approaches and advanced rule-based classifiers to 

improve intrusion detection accuracy in terms of different types of attacks. 

According to simulation results, the DR-DBMS system detected the 

intrusion attack in 0.07 seconds and with a smaller number of features using 

the dimensionality reduction and feature selection techniques efficiently. 
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1. INTRODUCTION 

The daily evolution of threats to computer and internet security has forced distributed systems to be 

embedded with effectivenetwork security challenges. A new set of detection based security solutions is being 

developed to accommodate and detect these fresh dangers [1], [2]. This system employs supervised machine 

learning (ML) to create a classifier that can recognize freshly created anomalies and attack variants rather 

than relying solely on established signatures. To handle the challenge of spotting tiny attacks, the system 

incorporates a priority resolver and a specially designed iterative algorithm. ML techniques are used to create 

a classifier that can discriminate between various sorts of attacks [3]. Rule-based classifiers are used to 

generate a set of conditional branching-based rules like IFTHEN language rules, which are then used by the 

classifier. Due to the rules that these rule-based classifiers produce, they are regarded as knowledge-based 

systems. 

The area of research in focus revolves around cybersecurity, specifically intrusion detection systems 

(IDSs). In today's interconnected world, where organizations heavily rely on computer networks and data 

exchange, the threat of cyber-attacks has become increasingly prevalent. These detection methods play  

a crucial role in safeguarding these networks by detecting and preventing unauthorized access, malicious 

activities, and potential security breaches. The field of IDS involves the development and implementation of 

techniques and algorithms that can effectively identify and respond to various types of attacks on computer 

networks. These attacks can range from traditional methods like viruses, worms, and denial-of-service attacks 

[4]−[6] to more sophisticated threats like advanced persistent threats and zero-day exploits. Traditionally, 
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these security systems relied on rule-based approaches, which involved defining a set of predefined rules to 

detect known attack patterns. However, with the rapid advancements in technology and the increasing 

complexity of cyber-attacks, there is a need for more intelligent and adaptive methods. This has led to the 

integration of ML and deep learning techniques into IDSs [7]. By leveraging these advanced algorithms, 

IDSs can learn from past data, identify patterns, and make accurate predictions about potential attacks. This 

shift towards ML and deep learning has opened up new possibilities in terms of the accuracy, efficiency, and 

adaptability of IDSs [8], [9]. The overarching goal of research in this area is to develop robust and effective 

security systems that can proactively identify and mitigate threats in real-time [10]. By continuously 

analyzing network traffic and learning from new data, these systems can adapt to emerging attack techniques 

and provide a reliable defense against cyber threats [11]. Given the ever-evolving nature of cyber-attacks, 

research in this area is crucial to stay ahead of the curve and ensure the security of computer networks and 

sensitive data [12]. The integration of ML and deep learning techniques holds great promise in enhancing the 

capabilities of and bolstering cybersecurity in the face of evolving threats [13]-[15]. 

Research gap analysis: in the context of intrusion detection, there has been significant research on 

the application of machine learning and learning algorithms. Research gaps for intrusion attack detection 

using dimensionality reduction techniques, classifier models, and ML algorithms can be identified as follows: 

− Evaluation of dimensionality reduction techniques: while dimensionality reduction techniques are 

commonly used to reduce the feature space and improve the efficiency of IDSs, there is a need for  

a comprehensive evaluation of different dimensionality reduction methods. Research can focus on 

comparing the performance, computational efficiency, and robustness of various techniques such as 

principal component analysis (PCA), linear discriminant analysis (LDA), and t-distributed stochastic 

neighbor embedding (t-SNE) in the context of intrusion attack detection. 

− Optimization of classifier models: classifier models play a crucial role in accurately identifying and 

classifying intrusion attacks. However, there is still room for improvement in optimizing these models for 

intrusion detection. Research can explore techniques to enhance the performance of classifier models by 

fine-tuning hyperparameters, selecting appropriate feature subsets, and considering ensemble methods, to 

combine multiple classifiers. 

− Investigation of hybrid approaches: hybrid approaches that combine dimensionality reduction techniques 

with classifier models have shown promising results in intrusion attack detection. However, there is a 

need for further research to explore the optimal combinations of dimensionality reduction techniques and 

classifier models. This could involve investigating the impact of different feature selection methods, 

feature extraction techniques, and classifier model architectures on the overall performance of IDSs. 

− Handling imbalanced datasets: imbalanced datasets, where the number of normal instances outweighs the 

number of intrusion instances, pose a challenge for intrusion detection. Research can focus on developing 

techniques to effectively handle imbalanced datasets, such as oversampling, under-sampling, or hybrid 

sampling methods. This would help improve the performance of intrusion attack detection models by 

addressing the issue of class imbalance. 

− Real-time intrusion attack detection: real-time detection of intrusion attacks is crucial for timely response 

and mitigation. However, most existing research focuses on offline analysis of network traffic data. 

Further research is needed to develop real-time IDSs that can efficiently process and analyze streaming 

data, leveraging dimensionality reduction techniques and classifier models. 

Overall, conducting research in these identified gaps would contribute to the advancement of intrusion attack 

detection using dimensionality reduction techniques, classifier models, and ML algorithms. It would help 

improve the accuracy, efficiency, and real-time capabilities of IDSs, ultimately enhancing network security. 

The intrusion detection industry has undergone significant development over the past few decades, 

making research a constant process. Much research employing classic ML techniques for database security 

has been proposed including the hidden markov model (HMM), and K-nearest neighbor (KNN). To display 

superior assessment metrics, Elbasiony et al. [6] devised an integrated ML approach that merged k-means 

and clustering algorithms. The authors used the KDD CUP99 dataset for the verification of the method, albeit 

with redundancy, which leads the classifier to be biased towards more often occurring records. The new 

version dataset of the KDD ‘99 dataset was used by Wang and Shen [5] to evaluate their approach in their 

paper, "An effective intrusion detection framework based on support vector machine with feature 

augmentation". They claimed that because their plan had an efficacy rate of 99.92%, it was better than other 

strategies. Support vector machine is a poor choice for analyzing large amounts of network traffic for 

intrusion detection since its performance degrades when too much data is involved. Organizations are 

assisted in identifying and preventing unauthorized access by systems for detecting intrusions. In their paper 

"Random forest (RF) modelling for Network IDS," Farnaaz and Jabbar [9] constructed an intrusion detection 

model on a new version dataset of the KDD ’99 dataset, tested its performance, and discovered that it had  

a 99.67% higher detection rate than J48. In their paper "Intrusion detection based on a novel hybrid learning 
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approach," Khalvati et al. [16] detected internet of things (IoT) intrusions using a support vector machine and 

Bayesian by adopting the KDD CUP 99 dataset with an accuracy of 91.50%. The most significant weakness 

of the RF method is the possibility of real-time forecast unresponsiveness caused by an excessive number of 

trees [16], [17]. 

Kabla et al. [18], worked on a design that was based on a modified Bayesian model and derived for 

the test statistic. Their system outperformed the other available intrusion attack techniques. Paricherla et al. [19] 

presented a two-dimensionality reduction approach (linear discriminant analysis), to address concerns with 

extra dimensions in datasets. Ali and Jawhar [20], in their paper titled “Detecting network attacks model 

based on a convolution neural network”, have discussed convolutional neural network (CNN) networks using 

deep learning convolutional networks. Ramasamy and Eric [21], in their paper “A tree growth based forward 

feature selection algorithm for IDS on convolution neural network”, developed a data-driven intelligence 

model that incorporated a fog-enabled artificial intelligence (AI) engine and threat intelligence and provided 

optimal training models for threat detection and efficacy in real-time cyber-attacks [21]−[24]. 

 

 

2. THE PROPOSED METHOD 

The proposed system dimensionality reduction in database management system (DR-DBMS) 

combines classifiers, priority resolvers, supervised ML algorithms, and specifically created iterative methods 

to improve the accuracy of detecting seldom detectable assaults and can handle imbalanced datasets in an 

efficient manner. Since traditional IDSs are becoming less effective against emerging threats in cyberspace, 

the aim is to improve the identification of rarely detectable intrusions. The DR-DBMS system combines ML, 

rule-based classifiers, and cutting-edge methodologies to increase the precision and efficacy of intrusion 

detection, particularly against newly generated irregularities and attack variations that cannot be effectively 

detected using conventional signature-based IDS approaches. This methodology included a number of steps, 

such as dimensionality reduction, feature selection, and evaluation metrics for the dataset. The performance 

and effectiveness of the model as a whole are affected by each stage. The suggested model seeks to enhance 

intrusion detection and adapt to the changing environment of security threats by utilizing these strategies.  

In order to detect sophisticated attackers and enhance intrusion detection, ML methods are used in this work. 

Computers can learn and recognize patterns in data by ML, which makes them useful for jobs like spotting 

malware in encrypted transmission and identifying insider hazards. Techniques for dimensionality reduction 

and feature selection are used to improve the model's performance and effectiveness. The aim of the 

dimensionality reduction (DR) method is to reduce information loss while minimizing the features in the 

dataset. This aids in simplifying the model and enhancing its functionality. Additionally, limiting the number 

of dimensions in the data can make it simpler to visualize and analyze. By choosing the most pertinent and 

instructive features for training, feature selection further improves the model's performance. The model can 

focus on the most crucial aspects of the data by choosing the optimum set of features, improving accuracy 

and training efficiency.  

The system develops a classifier to distinguish between various attacks using ML techniques. For 

the system to function effectively in real-world circumstances, it must have the ability to recognize modern 

threats fast. The number of features in the proposed system is reduced from 87 to 67 using dimensionality 

reduction, which is combined with feature selection to speed up training and get rid of extraneous data. This 

improves the model's performance and makes it possible to visualize data more easily. The effectiveness of 

the training process is improved by choosing the most pertinent features and dimensionality-reducing the 

model's complexity. The importance of pre-processing the data is emphasized because it is closely related to 

how well the trained model performs in any machine-learning activity. 

Dimensionality reduction is used after pre-processing to lower the number of features while keeping 

the most data. As a result, the model is less complex and performs better. Then, feature selection is used to 

determine which elements are most crucial, enhancing the effectiveness of the model-building process. 

Together, these steps improve the system's ability to handle security-related activities. 

Data pre-processing entails normalizing, encoding, and cleaning the data before it is used. The pre-

processed dataset is divided into two sets: a training set and a validation or testing set. This process can 

lessen computational complexity and enhance model performance. The method of choosing the features with 

the greatest relevance and an important influence on the target variable is used to further refine the feature 

dataset. Recursive feature elimination (RFE), correlation analysis, or feature importance ranking. 

Priority resolver: in this stage, the selected features are given weights or importance scores to 

indicate their relative significance in the finished model. Final training model: the model is trained using pre-

processed data, reduced dimensions, and selected features. Grid search or random search approaches are used 

in conjunction with different ML algorithms like linear regression, and decision tree algorithms to find the 

best combination. Figure 1 explains the architecture of the DR DBMS model. 
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The DR-DBMS model has three phases. The Phase 1 contains dataset collection and pre-processing. 

Phase 2 explains a dimensionality reduction prediction classifier and feature selection. Phase 3 describes 

performance evaluation to improve the system performance. 

 

 

 
 

Figure 1. The architecture of the DR DBMS Model 

 

 

3. METHOD 

3.1.  Phase 1: dataset collection and preprocessing 

The selection of datasets for experimental purposes is a critical effort as the efficiency of the system 

is dependent on the correctness of a dataset. It can be claimed that the system's effectiveness rises in direct 

proportion to the accuracy of the data. The suggested approach for intrusion detection is validated using the 

distributed denial of service (DDoS) [24]−[27], CIC-DDoS2019 dataset (87 features) in order to get over 

these challenges as is represented in Figures 2 and 3. In this phase, all 87 features of the dataset is collected 

and preprocessed for checking the validation of data. 

 

 

 
 

Figure 2. Feature set (1) 
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Figure 3. Feature set (2) 

 

 

Sanitized datasets, simulated datasets, testbed datasets, and standard datasets are only a few of the 

many methods for gathering the data. The first three methods can be used, however, there are obstacles. 

While sanitized traffic is expensive, real traffic is risky. A simulation system's development is challenging 

and complex. Additionally, modeling diverse network attacks requires different types of traffic, which is 

difficult and expensive. 

 

3.2.  Phase 2: dimensionality reduction with Prediction classifier and feature selection 

The final performance of ML algorithms can devalue the performance of training models with too 

many features in the training dataset as well as retain the maximum information as much as possible. As a 

result, complexity is decreased with increased performance and for visualization of data in various graphical 

formats. The notion that increasing features to a predictive modeling task makes it more challenging to model 

is known as the "curse of dimensionality". For data visualization, statistics supporting dimension reduction 

techniques are preferred. Achieving a minimum number of input variables in a dataset is referred to as 

dimensionality reduction. The drawback of dimensionality [25], is the idea of including extra features in a 

predictive modeling task which makes it harder to model. Still, these methods can be used in applied ML to 

simplify classification methods can be used in applied ML to simplify a classification or regression dataset so 

that a predictive model fits it better. 

Various techniques are used for dimensionality reduction which includes PCA, singular value 

decomposition (SVD), and linear discriminant analysis (LDA). Each technique uses a different method to 

display the data in smaller dimensions with no information loss. In this reduction technique, the first step is to 

take all the ‘n’ variables of the dataset and train the model. Once the training is done performance of the 

model is validated. After this step, one by one feature is removed and the model is trained on (n-1) features 

for n number of times. After sufficient features are removed and checked that the model is still efficient with 

very minimal change or no change then the model is trained with the features thereby selecting only the 

optimal features with maximum efficiency and maximum performance. In feature selection, the relevant 

features are selected to build a model of maximum accuracy. The most common methods that are used for 

selecting the features of the dataset are: 

i) Correlation: this is the statistical technique that is used to determine how one variable determines the 

changes in relation to another variable this is given by an analysis called bi-variate analysis which 
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completely explains the degree of relationship between any two variables. This method helps in finding 

the important variables on which other variables depend. It plays a vital role in various modelling 

techniques, for a better understanding of the nature of data about their positive and their negative 

correlationship. 

ii) Chi-square test: this is a statistical test for the data represented by χ2 and is used to test if the frequency 

distribution of the variable represented categorically is different from the expected output and to test for 

the relationship between two different variables. 

iii) ANOVA: it helps in selecting the best features to minimize the input variables so that the complexity of a 

single-factor model. 

iv) Information entropy (IE): it can be defined as a measure of the information a feature can provide about a 

class. It determines the order of attributes in a training model. This is represented by: 

 

IE = −∑ Pilog2Pi
𝑐
𝑖=1  (1) 

 

where pi is the probability of randomly picking an element of class i. When building a ML model for a real-

world dataset, a lot of features are found in the dataset. Not all of these features are always required. 

Including redundant features during training stages makes the model less accurate overall, more complicated, 

less able to generalize, and more biased. 

 

3.3.  Phase 3: priority resolver and training developer 

In this phase in order to increase the task scheduling reaction time, Algorithm 1 divides the priority 

instances into various priority queues. For training the model, the algorithm takes in 87 features as input 

(CIC-DDos2019 dataset) , and is given to the procedure data_ processing selection where priority resolver is 

used as the classifier and dimensionality reduction method [26], [27] is applied to reduce features from 87 to 

67 maintaining the efficiency and giving the required accuracy and other evaluation metrics. Algorithm: the 

model is designed to perform the following actions: input data, perform feature selection based on priority 

resolver, train the model, and classification of label data. 

 

Algorithm 1. Proposed system for dimensionality reduction 
Step 1. Import the necessary modules: 

- `from sklearn.feature_selection import SelectKBest` 

- `from sklearn.feature_selection import mutual_info_classif` 

- `from sklearn.naive_bayes import MultinomialNB` 

Step 2. Read the training data and define the variables `X` and `y`: 

- `X = train_data.iloc[:,:-1]` 

- `y = train_data.iloc[:,-1]` 

Step 3. Perform feature selection using SelectKBest: 

- Initialize an instance of SelectKBest with the desired number of features: `skb = 

SelectKBest(k=1)` 

- Fit the SelectKBest instance on the training data: `skb.fit(X, y)` 

- Transform the training data to retain only the selected features: `X_new = 

skb.transform(X)` 

Step 4. Perform feature selection using mutual information: 

- Initialize an instance of mutual_info_classif: `mic = mutual_info_classif(X, y)` 

- Fit the mutual_info_classif instance on the training data: `mic.fit(X, y)` 

- Transform the training data to retain only the selected features: `X_new = 

mic.transform(X)` 

Step 5. Train a Multinomial Naive Bayes classifier: 

- Initialize an instance of MultinomialNB: `nb = MultinomialNB()` 

- Fit the MultinomialNB instance on the selected features: `nb.fit(X_new, y)` 

procedure data_ processing (selection) 

Input (CIC-DDos2019 dataset) (87 features) 

Feature selection with classifier Naïve Bayes Multinomial Updateable feature selection 

(Input) 

return t1 to t24, t37, t42to t50, t59 to t63, t69to t85; 

procedure priority resolver classifies [(t1 to t24, t37, t42to t50, t59 to t63, t69 to t85), 

trueclass1]; 

Model=training [(t1 to t24, t37, t42to t50, t59 to t63, t69 to t85), trueclass1]; 

Predicted class=testing [Model (v1 to v24, v24 to v37, v42 to v50, v59 to v63, v69 to v85)]; 

Accuracy ¼ Confusion mat (Predicted Class trueclass1);  

return Timewise, Accuracy, Labeled data. 

 

This algorithm reads in train and test data and defines the features and target variable. It then 

performs mutual information-based feature selection using select best with a k-value of 10. It trains a 

multinomial Naive Bayes classifier on the selected features and predicts the test data. Finally, the code 

evaluates the performance of the classifier using accuracy, precision, recall, and F1 score. 
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4. RESULTS AND DISCUSSION 

The developed model of the DR DBMS model has been tested on the CIC-DDos2019 dataset. 

Around 370,606 datasets were tested 70% of the dataset were implemented for training the DR-DBMS model 

and 30% for testing the model. The model was simulated using Python programming language embedded 

with Tensor Flow as a basic library module. The performance of the DR DBMS algorithm is compared with 

various algorithms and the statistical results proved that usage of this algorithm outperforms other algorithms 

in terms of accuracy. 

 

4.1.  Performance evaluation 

The performance of the suggested approach has been measured and evaluated using a number of 

indicators and criteria. The evaluation metrics implemented are accuracy, precision, recall, F-measure, 

Mathew correlation coefficient (MCC) area, and receiver operating characteristic (ROC) area. Accuracy: 

accuracy is computed as: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑃+𝑁
 (2) 

 

where P represents the total number of positive, N indicates the total number of negative, TP denotes the total 

number of true positive and TN describe true negative. Precision and recall are key performance factors in 

ML for pattern identification and classification. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (3) 

 

Recall indicates the true column of the actual or real values is used to compute the model and F-measure, 

which can be modeled as the harmonic mean of recall and precision. Recall and F-measure computation is 

shown in (3) and (4). 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (4) 

 

𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (5) 

 

4.2.  Simulation setup 

For computing, WEKA software is used for three phases of the proposed system. Table 1 

demonstrates the simulation parameters of the proposed system. This table contains user datagram protocol 

(UDP) lag, Benign, and WebDoS. 
 

 

Table 1. Simulation parameters  
UDP_Lag Benign WebDDoS 

No.of dataset 366,461 3,705 439 

Kappa statistic 0.9545 0.9641 0.98556 
Mean absolute error 0.0007 0.0006 0.00007 

Root mean squared error 0.0258 - 0.0114 

Relative absolute error 3.6997 - - 

 

 

4.2.1. Experimental results 

The following are the results and observations recorded along during the training and testing of 

datasets with the proposed model. This mechanism detects the DoS attacks by applying proposed mechanism. 

The suggested algorithm uses the F1-score as the optimal criterion for choosing the best ML technique for 

each class, however, accuracy and recall rate are also employed to compare results. The recall rate 

demonstrates the model's dependability in identifying TP, whereas accuracy measures the proportion of 

correctly classified forecasts to all predictions. Figure 4 explains an Identified attacks in the datasets. Figure 5 

describes the simulation results with evaluation metrics. 

The performance of the systemis also simulated for conditions in active and idle state of the system 

and the result is shown in Figure 6 which depicts variation for different combinations of featuresset in the 

dataset. It explains the overall performance of 3 different feature sets using the DR-DBMS algorithm.  

Figure 6(a) explains feature set (1), and Figure 6(b) explains feature set (2). The performance of the system is 

defined by the effective reduction of attributes with limited time as shown in Figure 6. Here the instances 

taken for training the model is 370,605 with 87 features which undergoes dimensionality reduction and 

returns 67 features that can detect an intrusion attack in 0.07 seconds. 
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Figure 4. Identified attacks in the datasets 

 

 

 
 

Figure 5. Simulation results with evaluation metrics 
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(a) 

 

 
(b) 

 

Figure 6. Overall performance of 2 different feature sets using the DR-DBMS algorithm (a) feature set (1) 

and (b) feature set (2) 

 

 

4.2.2. Performance analysis of different ML algorithms 

Table 2 shows the comparative statistics of various ML algorithms in terms of measure, precision, 

recall, accuracy, and time (taken to build the model). Figure 7 explains the performance analysis of various 

ML algorithms based on F-measure and precision and Figure 8 demonstrates the comparative analysis based 

on recall, accuracy and time. In Figure 7 and Figure 8 various algorithms are compared for their F-measure, 

precision, recall, accuracy, and time taken to detect the attacks, the proposed DR-DBMS model exhibits 

maximum F- measure, accuracy, and precision thereby proving its efficiency in detecting the attacks. Table 2 

demonstrates the computation of recall, accuracy, and time taken for various ML algorithms. 
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Figure 7. Performance analysis of various machines 

learning algorithms based on F-measure and precision 

 

Figure 8. Comparative analysis based on recall, 

accuracy, and time 
 

 

Table 2. Computation of recall, accuracy, time taken for various ML algorithms 
Name of the algorithm Recall Accuracy Time (in sec) 

Naïve Bayes 0.78 0.86 4.576 
Random forest 0.83 0.87 24.739 

ID3 0.87 0.86 29.284 

AdaBoost 0.95 0.84 391.804 
K-nearest neighbors 0.93 0.84 431.304 

DR-DBMS model 0.95 0.98 0.076 

 

 

5. CONCLUSION 

To address intrusion detection in database management systems, the proposed DR-DBMS model is 

designed to support real-time datasets. A dimensionality reduction and priority classifier are embedded as a 

best-effort approach to develop a model to obtain high precision, and accuracy with net change in redundant 

instances. This mechanism also detects the DoS efficiently. The proposed system proves to be a proactive 

technique. Extensive simulations and experiments were employed to test, fine-tune, and validate the 

algorithm using the WEKA tool. According to simulation findings, the proposed system outperforms the 

existing algorithms by detecting the intrusion attack in 0.07 seconds and with a smaller number of features 

using the dimensionality reduction and feature selection techniques efficiently. The future scope is to use 

different combinations of hybrid deep learning algorithms for detecting intrusion attacks in cloud networking 

and Parallel computing. 
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