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 Breast cancer is a serious disease that requires data analysis for diagnosis and 

treatment. Clustering is a data mining technique that is often used in breast 

cancer research to assess the level of malignancy at an early stage. However, 
clustering categorical data can be challenging because different levels in 

categorical variables can impact the clustering process. This research proposes 

a modified entropy measure (MEM) to enhance clustering performance. MEM 

aims to address the issue of distance-based measures in clustering categorical 
data. It is also a useful tool for assessing data loss in categorical clustering, 

which helps to understand the patterns and relationships by quantifying the 

information lost during clustering. An evaluation compares k-modes+MEM, 

k-means+MEM, DBSCAN+MEM, and affinity+MEM with conventional 
clustering algorithms. The assessment metrics of clustering accuracy, intra-

cluster distance and fowlkes-mallow index (FMI) are employed to evaluate 

the algorithm performance. Experimental results show significant 

improvements. k-modes+MEM algorithm achieves a reduction in average 
intra-cluster distance and outperforms other algorithms in accuracy, intra-

cluster distance, and FMI. The proposed algorithm can be extended to 

heterogeneous datasets in various domains such as healthcare, finance, and 

marketing. 
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1. INTRODUCTION  

Cancer is a major contributor to global mortality, and breast cancer is a significant contributor, ranking 

as the second leading cause of cancer-related deaths among women [1]–[3]. Breast cancer is a prevalent and 

potentially life-threatening disease that requires accurate diagnosis and effective treatment strategies [4]. Data 

analysis techniques have advanced significantly in recent years which offers valuable insights into complex 

datasets [5]. Clustering is one of these techniques that has gained prominence in breast cancer research for its 

ability to uncover distinct patterns and relationships within the data, thereby aiding in improved decision-

making and patient care.  

https://creativecommons.org/licenses/by-sa/4.0/
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Clustering relies on the concept of similarity or dissimilarity between data points. Traditionally, 

distance-based measures have been used to quantify the similarity between numerical variables. However, 

clustering categorical data presents unique challenges due to the absence of direct numerical values for distance 

computations. Categorical attributes represent non-quantifiable characteristics, so the notion of distance or 

similarity is not as straightforward. Appropriate measures are carefully selected to ensure accurate and 

meaningful results when clustering categorical data, such as breast cancer data [6], [7]. The nature of 

categorical data in breast cancer research makes it difficult to cluster using traditional methods. This is because 

categorical data cannot be easily converted into numerical representations, and similarity measures designed 

for numerical data may not be appropriate for categorical data. To overcome these challenges, specialized 

techniques and approaches have been developed that specifically address the challenges of clustering 

categorical data in breast cancer research.  

Conventional clustering algorithms, such as 𝑘-modes, are designed for numerical data. However, 

clustering categorical data from breast cancer datasets presents unique challenges. Unlike numerical data, 

which can be used for distance-based computations, categorical data lacks inherent numerical values that can 

be employed in clustering algorithms. 𝑘-modes is an extension of 𝑘-means that solves this problem by 

assigning each data point to the cluster with the mode (most frequent value) of the same categorical attribute. 

It allows 𝑘-modes to be used for clustering categorical data while maintaining the same efficiency as 𝑘-means 

[8]. There are some challenges in clustering categorical data, including the number of categories in each 

variable that can vary, the categories may not be evenly distributed, and the categories may have different 

meanings or interpretations [9]. Despite these challenges, several clustering algorithms using different 

similarities such as the Jaccard index, Hamming distance, and Cosine similarity have been developed for 

categorical data. However, clustering categorical data can be a valuable tool for identifying patterns and 

relationships in breast cancer data that may not be apparent from other methods [10].  

In this regard, modified entropy measures (MEM) are necessary to overcome these challenges and 

ensure reliable clustering outcomes. It influences the concept of entropy to quantify the dissimilarity between 

categorical variables. These measures capture the degree of uncertainty or randomness within the variables and 

provide a basis for evaluating the quality of clustering results [11]. It incorporates inherent limitations and 

constraints when employing measures based on entropy in the clustering of categorical data. MEM enables a 

more accurate assessment of the data distribution and helps identify the categories that significantly impact 

clustering results by considering each uncertainty of category and information content. It considers the unique 

characteristics of categorical variables and identifies the categories that have a substantial impact on the 

clustering substantially the accurate representation of the underlying patterns and relationships within the breast 

cancer data. In this paper, we propose the utilization of the MEM in conjunction with conventional clustering 

to enhance clustering performance as well as the reliability of the clustering outcome.  

The remainder of the paper is organized as follows. Section 2 briefly reviews related work in 𝑘-modes 

clustering using entropy and breast cancer. Section 3 discusses the methodology involved, and section 4 

proposes a method for performance criteria and comparison of computation involving the results. Section 5 is 

the discussion, which. Finally, section 6 concludes the paper with future improvements to future work.  

 

 

2. RELATED WORK 

Breast cancer is the most prevalent form of cancer among women worldwide [12], and extensive 

research has been conducted to uncover patterns, relationships, and subtypes within breast cancer datasets [13]. 

Various machine learning techniques have been explored for breast cancer classification, with promising 

results. For example, machine-learning approaches offer alternative prognostic tools, particularly in the Asian 

region, for breast cancer survival studies [14]. This means that they can be used to predict the likelihood of a 

patient surviving breast cancer. Additionally, the k-nearest neighbor (KNN) algorithm has shown superior 

accuracy in predicting breast cancer recurrence [15]. This means that it can be used to predict the likelihood of 

a patient's breast cancer recurring. 

The Hamming distance is a metric often used to measure the similarity between two categorical 

vectors. It is calculated by counting the positions where the two vectors differ. A Hamming distance of 0 means 

that the two vectors are identical, while a Hamming distance of 1 means that the two vectors differ in exactly 

one position. The Hamming distance has several limitations. First, it does not distinguish between different 

types of differences [16] such as Hamming distance of 1 is the same whether the two vectors differ in the first 

or last positions. Second, the Hamming distance does not consider the order of the categories [17]. For example, 

a Hamming distance of 1 is the same whether the two vectors differ in the first and second positions or the 

second and first positions. Despite these limitations, the Hamming distance is a simple and effective metric for 

measuring the similarity between categorical vectors. It is often used in clustering algorithms, where it is used 

to group vectors that are similar to each other. 
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One specific clustering algorithm designed for categorical data is k-modes clustering. It identifies the 

most frequent values (modes) within each cluster and can handle incomplete categorical matrix datasets by 

assigning missing values to the most frequent value in the cluster. Studies have shown that k-modes clustering 

performs well in terms of accuracy, recall, adjusted rand index (ARI), and normalized mutual information 

(NMI) [18]. Furthermore, the utilization of refined initial points in the 𝑘-modes clustering algorithm has shown 

improved precision compared to the random selection method without refinement. This refinement process 

enhances the reliability and applicability of the algorithm in various data mining applications involving 

categorical data [19].  

The effectiveness and stability of the proposed distance-entropy method have been validated through 

numerical and visual results [20]. Furthermore, graph clustering privacy preservation in the social internet of 

things (IoT) has been enhanced by incorporating structure entropy-based clustering techniques [21]. The 

research on machine learning techniques for clustering, classification, and prediction in breast cancer and other 

categorical data domains shows promise. However, further studies are necessary to develop more effective 

algorithms and validate previous research findings. 

 

 

3. METHOD 

The paper presents a new algorithm called 𝑘-Modes+MEM specifically designed for clustering breast 

cancer data. This algorithm combines two key techniques such as the 𝑘-modes clustering algorithm and the 

MEM. Figure 1 visually represents the overall process flow for handling categorical data in the proposed 

algorithm.  
 

 

 
 

Figure 1. Process flow of clustering process 
 

 

3.1.  Data acquisition 

The unclassified controlled information (UCI) dataset for breast cancer is accessed from the UCI 

machine learning repository website. It consists of 201 instances belonging to one class and 85 instances 

belonging to another. The dataset comprises categorical features with distinct scales: ordinal, nominal, and 

binary. The features consist of age, menopause, tumor size, inv-nodes, node caps, deg-malign, breast, breast 

quad, and irradiation.  

 

3.2.  Modified entropy measure algorithm  

The MEM algorithm assists as a technique for clustering heterogeneous categorical data, which can 

be seen in Algorithm 1. When clustering categorical data, there is a risk of losing valuable information, which 

can be difficult in decision-making based on the data. To tackle this issue, the algorithm begins by evaluating 

the reliability of each feature within the dataset and determining how dependable it is.  
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The entropy distance measure is estimated to enhance the ability of the algorithm to handle 

heterogeneous categorical information and its associated information loss. The significance of a feature, essential 

for effective data clustering, is assessed. Steps 1 through 3 detail the process of determining feature reliability.  

Once the feature reliability is established, the algorithm assigns weights to these features, containing 

different feature types from the questionnaire. Steps 4 to 6 handle the identification of weights for each feature. 

These steps consider the reliability of all features, including binary, nominal, Likert data, and ordinal data, in 

order to allocate weights accurately. Steps 7 to 33 elaborate on how the algorithm calculates the dissimilarity 

between two individuals using ordinal, nominal, Likert scale, and binary.  

The subsequent phase involves computing the distances between various feature categories using their 

assigned weights and entropy, where entropy is constructed through a dissimilarity matrix based on respondent 

choices. Eventually, the distance matrix is generated from these entropy values. The calculation of the distance 

between two individuals is influenced by the differing feature weights that distinguish them. 

 

Algorithm 1. Modified entropy distance measure 
Input : Data: 𝑁 𝑥 𝐷 matrix 
Output: Distance (𝑥𝑖 , 𝑥𝑗) for 𝑖, 𝑗 ∈ {1, 2, . . . , n} 
1. For r = 1 to d do 

2. Reliability 𝑟 =  
𝐸𝑂𝑟(𝑠)

𝑆
 

3. End for 

4. For r = 1 to d do 

5. Weights, 𝑤 =  
𝑅

∑ 𝑅
 

6. End for 

7. For 𝑟𝑜𝑟𝑑𝑖𝑛𝑎𝑙 = 1 to 𝑑𝑜𝑟𝑑 do 

8. If 𝑖𝑟 ≠ 𝑗𝑟 then 

9. D𝑖𝑠𝑡 (𝑂𝑟(𝑖𝑟), 𝑂𝑟(𝑗𝑟))2 = 𝑤 . ∑ 𝐸𝑂𝑟(𝑠)

max (𝑖𝑟,𝑗𝑟)
𝑠=min(𝑖𝑟,𝑗𝑟)  

10. Else 

11. D𝑖𝑠𝑡 (𝑂𝑟(𝑖𝑟), 𝑂𝑟(𝑗𝑟))2 = 0  
12. End if 

13. End for 

14. For 𝑟𝐿𝑖𝑘𝑒𝑟𝑡 𝑠𝑐𝑎𝑙𝑒 = 1 to 𝑑𝐿𝑖𝑘𝑒𝑟𝑡 𝑆𝑐𝑎𝑙𝑒 do 

15. if 𝑖𝑟 ≠ 𝑗𝑟 then 

16. 𝐷𝑖𝑠𝑡 (𝑂𝑟(𝑖𝑟), 𝑂𝑟(𝑗𝑟))2 = 𝑤 . ∑ 𝐸𝑂𝑟(𝑠)

max (𝑖𝑟,𝑗𝑟)
𝑠=min(𝑖𝑟,𝑗𝑟)  

17. Else 

18. D𝑖𝑠𝑡 (𝑂𝑟(𝑖𝑟), 𝑂𝑟(𝑗𝑟))2 = 0  
19. End if 

20. End for 

21. For 𝑟𝑛𝑜𝑚𝑖𝑛𝑎𝑙 = 𝑑𝑜𝑟𝑑,𝐿𝑖𝑘𝑒𝑟𝑡 𝑆𝑐𝑎𝑙𝑒+ 1 to 𝑑 do 

22. If 𝑖𝑟 ≠ 𝑗𝑟 then 

23. 𝜑(𝑂𝑟(𝑖𝑟), 𝑂𝑟(𝑗𝑟))2 = 𝑤 . ∑ 𝐸𝑂𝑟(𝑠)𝑠=𝑖𝑟,𝑗𝑟  

24. Else 

25. 𝐷𝑖𝑠𝑡 (𝑂𝑟(𝑖𝑟), 𝑂𝑟(𝑗𝑟))2 = 0 
26. End if 

27. End for 

28. For 𝑟 𝑏𝑖𝑛𝑎𝑟𝑦 = 𝑑𝑜𝑟𝑑,𝐿𝑖𝑘𝑒𝑟𝑡 𝑆𝑐𝑎𝑙𝑒+ 1 to 𝑑 do 

29. If 𝑖𝑟 ≠ 𝑗𝑟 then 

30. 𝜑(𝑂𝑟(𝑖𝑟), 𝑂𝑟(𝑗𝑟))2 = 𝑤 . ∑ 𝐸𝑂𝑟(𝑠)𝑠=𝑖𝑟,𝑗𝑟  

31. Else 

32. 𝐷𝑖𝑠𝑡 (𝑂𝑟(𝑖𝑟), 𝑂𝑟(𝑗𝑟))2 = 0 
33. End for 

 

3.3.  Proposed hybrid clustering method with modified entropy measure 

The proposed method aims to enhance the clustering performance of breast cancer data by introducing 

a hybrid clustering method with the MEM algorithm as shown in Algorithm 2. Traditional clustering methods 

include k-means, k-modes, Agglomerative, DBSCAN, and affinity propagation are embedded with MEM. By 

default, k-modes is using Hamming distance as a similar measure while k-means, Agglomerative, DBSCAN, 

and affinity propagation are using euclidean distance.  

MEM steps are added in each of the traditional clustering methods for a new means of calculation of 

distance measures. The hybrid of 𝑘 −Modes with the MEM algorithm procedure is described in Algorithm 2. 

Steps 1-2 start with initializing the number of modes, k. The application of MEM in Step 3. Step 4-5 is 

allocating data objects to the closest cluster using a simple measure of dissimilarity and updating each cluster 

mode for every allocation.  

Step 6 compares the dissimilarity value of each object to the mode. A data object should be relocated 

to the appropriate cluster and the mode of the second cluster modified if it is the closest mode to another cluster 

in Step 7. If any data objects experience a change in clustering, repeat Step 6 until nothing occurs. 
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Algorithm 2. Hybrid k-modes+MEM 
Input: Data: 𝑁 𝑥 𝐷 matrix, where 𝑁 is the number of data points and 𝐷 is the number of 

features, 𝑘: Number of clusters, 𝑀𝑎𝑥_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠: Maximum number of iterations 
Output: Cluster assignments for each data point 

1. Start 

2. Choose an initial mode number 𝑘 
3. Apply modified entropy distance measure  

4. Allocate data objects to the closest cluster using a simple dissimilarity measure. 

5. After every allocation, update each mode of the cluster. 

6. After allocating all data objects to a cluster, compare the dissimilarity value of each 

object to the mode.  

7. If a data object is the closest mode to another cluster, it should be moved to the 

appropriate cluster and the mode of the second cluster should be updated. 

8. Repeat step 6 until no data objects change clustering. 

9. End 

 

3.4.  Evaluation criteria 

Performance evaluation plays a pivotal role in clustering analysis. It facilitates the assessment of 

clustering algorithm quality and effectiveness. The evaluation encompasses various metrics, such as clustering 

accuracy (CA), intra-cluster distance and FMI. These metrics contribute to an understanding of how well a 

clustering algorithm is performing and its ability to appropriately group and differentiate data points. 

 

3.4.1. Clustering accuracy 

Clustering accuracy is a metric that measures how accurately a clustering algorithm has classified data 

and ability to correctly group similar data points [22], [23]. A high CA value indicates a high level of agreement 

between the predicted and true clusters which suggests a more accurate clustering outcome. The following 

describes the formula for clustering accuracy.  

 

𝐶𝐴 =
(𝑇𝑃+𝑇𝑁)

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 × 100% (1) 

 

Where, true positive (TP) refers to instances where the model correctly predicted the positive class. 

False positive (FP) refers to situations in which the model predicted a positive class, but the actual class was 

negative. True negative (TN) indicates that the model correctly predicted the negative class. False negative 

(FN) represents cases where the model predicted a negative class, but the actual class was positive. 

 

3.4.2. Intra cluster distance 

The intra-cluster distance is a significant indicator of clustering quality. A lower intra-cluster distance 

implies that the data points within a cluster are highly similar which indicates a higher degree of cohesion and 

cluster compactness. The formula is as follows. 

 

𝐼𝑛𝑡𝑟𝑎 − 𝐶𝑙𝑢𝑠𝑡𝑒𝑟 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  
1

𝑁
∑ distance (𝑝𝑜𝑖𝑛𝑡𝑖, 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑)𝑛

𝑖=1  (2) 

 

Where 𝑁 represents the total number of data points in the evaluated clusters and 𝑖 refers to the equation of a 

particular feature, indicating that it contributes to the intra-cluster distance calculation.  

 

3.4.3. Fowlkes-mallows index  

The fowlkes-mallows index is a metric that assesses the similarity between two clusters by comparing 

the clustering result to a known ground truth partition [24]. FMI produces a similarity score ranging from 0 to 

1, with a higher score indicating a higher similarity between the two clusters. The formula for calculating the 

FMI is as shown in: 

 

𝐹𝑀𝐼 =
𝑇𝑃

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)
 (3) 

 

where, true positive (TP) refers to instances where the model correctly predicted the positive class. False 

positive (FP) refers to situations in which the model predicted a positive class, but the actual class was negative. 

True negative (TN) indicates that the model correctly predicted the negative class. False negative (FN) 

represents cases where the model predicted a negative class, but the actual class was positive. 
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4. COMPUTATIONAL RESULTS 

In this section, the research results are presented along with an explanation of the effectiveness of the 

proposed techniques compared to conventional clustering methods. A novel approach that utilizes a MEM as 

a distance metric is introduced to minimize the distance within clusters and enhance the overall quality of 

clustering. The main objective of this study is to improve clustering quality by incorporating entropy measures 

into conventional clustering techniques. The proposed approach outperforms conventional clustering methods 

in terms of cluster compactness and homogeneity. 

 

4.1.  Clustering accuracy  

Figure 2 illustrates the comparison of algorithms for CA using different clustering algorithms. The 𝑘-

Modes+MEM algorithm exhibits the highest accuracy among the compared methods, achieving an accuracy 

rate of 47% and 15.18% increase in accuracy compared to the conventional 𝑘-modes algorithm. Furthermore, 

𝑘-means+MEM, DBSCAN+MEM, and Affinity+MEM also show an improvement in performance accuracy 

from the conventional clustering algorithm, except for Agglomerative+MEM. 
 

 

 
 

Figure 2. Comparison of distance metric for CA 

 

 

4.2.  Intra-cluster distance 

Table 1 demonstrates the comparison of algorithms for average intra-cluster distance. The improved 

clustering performance of the k-Modes+MEM algorithm is evident from its lower intra-cluster distance value 

of 0.1614. A smaller average intra-cluster distance suggests that the data points within clusters are closer to 

each other. This implies tighter clustering and improved separation between clusters. This value indicates that 

the algorithm has successfully formed more compact and homogeneous clusters. In addition, other 

conventional clustering algorithms also show improvement when using the MEM method.  
 

 

Table 1. Comparison of average intra-cluster distance 
Clustering technique Average of intra-cluster distance Improvement (%) 

k-means 2.4370 4.25% 

k-means+MEM 2.2385 

k-modes 2.5034 87.89% 

k-modes+MEM 0.1614 

Agglomerative 3.2622 9.85% 

Agglomerative+MEM 2.6771 

DBSCAN 1.2912 15.91% 

DBSCAN+MEM 0.9368 

Affinity 9.4456 80.98% 

Affinity+MEM 0.9929 

 

 

4.3.  Fowlkes-mallows index 

Figure 3 indicates the comparison algorithms of distance metrics for FMI. FMI scores reveal that the 

𝑘-modes+MEM clustering algorithm achieves the highest FMI score (FMI=0.76) compared to other 

algorithms. A high FMI value indicates a strong agreement between the clustering results and the true class 

labels. This demonstrates the ability of the k-modes+MEM algorithm to produce more accurate and reliable 

clustering results in comparison to the other methods evaluated. Furthermore, k-modes+MEM and 

Affinity+MEM shows improvement when using the MEM method.  
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Figure 3. Comparison of distance metric for FMI 

 

 

5. DISCUSSION 

This research explores the impact of various clustering methods on clustering performance metrics. A 

novel clustering algorithm called the 𝑘-Modes+MEM algorithm is proposed to consider information for each 

data feature, which incorporates the MEM technique. The results demonstrate that the 𝑘-Modes+MEM 

algorithm generally outperforms other algorithms regarding accuracy, average intra-cluster distance, and FMI. 

This indicates that the algorithm creates more compact and homogeneous clusters, leading to better separation 

and more accurate clustering results [25], [26]. It also indicates superior convergence capabilities. The 

comparison with existing clustering methods confirms the superiority of the algorithm and highlights its 

potential as a reliable and effective approach for various clustering tasks. The proposed algorithm significantly 

advances the baseline method, reinforcing its effectiveness and value in achieving accurate and reliable 

clustering results. Despite the promising results, it is essential to acknowledge the limitations of this research 

which evaluated the performance of the framework on a single dataset which raises concerns about its 

generalizability to other datasets.  

Hence, it is important to compare the performance of the algorithm with other benchmark datasets to 

ascertain its effectiveness. Nevertheless, the proposed 𝑘-Modes+MEM framework presents an efficient and 

effective solution for clustering categorical data, making a valuable contribution to categorical clustering. The 

utilization of the MEM technique further enhances the performance of the algorithms. The proposed algorithm 

outperforms the baseline method in various aspects. Consequently, it is well-suited for clustering scenarios 

based on heuristics.  

 

 

6. CONCLUSION  

In conclusion, a comparison was conducted between conventional clustering algorithms and clustering 

algorithms embedded with MEM. The objective of this hybrid approach was to leverage the strengths of both 

conventional clustering algorithms and clustering embedded with MEM. Metrics for accuracy, intra-cluster 

distance, and FMI were calculated to assess the effectiveness of the algorithms. The results consistently 

demonstrated that the hybridization algorithm outperformed state-of-the-art methods in most cases, 

demonstrating the potential for enhancing evaluation performance. k-Modes+MEM is expected to be tested on 

different heterogeneous data domains such as healthcare, finance, marketing, and more. This research 

contributes to the advancement of the field of clustering by providing evidence of the superiority of hybridized 

algorithms over traditional methods. 
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