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 This research focuses on the implementation of computer-based test exams in 

high schools which face the problem of not having differences in exam 

questions which results in weak security and validity of exam results. 

Therefore, a randomization method is needed to overcome this problem. The 

method used in randomization is linear congruent methods and multiplicative 

random number generator. There are 101 random questions, but only 40 

questions are displayed for each student with a reference value of Xn and C, 

2 will be added for each package of exam questions and to avoid question 

code=0, the calculation results will be added 1. The linear congruent methods 

(LCM) results achieve 100% accuracy, while the method The multiplicative 

random number generator (MRNG) only achieved 62.5% accuracy in 

randomizing the exam questions. This accuracy comparison highlights the 

difference in the ability of the two methods to generate random permutations 

of test item packages. LCM randomization accuracy ensures that each student 

will receive a different set of test questions in a consistent manner. However, 

the low accuracy of randomization using MRNG indicates a weakness in 

generating permutations of exam question packages. The results of this study 

show that the LCM method is better than the MRNG in conducting exams. 
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1. INTRODUCTION  

In the 5.0 revolution era as it is today, the advancement of information and communication technology 

has brought about significant changes across various spheres of life, one of which is the world of education. 

The impact of this development has positive and negative sides depending on who the users will be using the 

technology. Mastery of technology properly and correctly requires adequate knowledge so that we can utilize 

it in facing the demands of a globalized world that has a lot of competition. One of the developments in 

information technology in education is the web-based semester exam assessment, known as computer based 

test (CBT) [1]. 

In this study, CBT is a computer based test used in vocational high schools (VHS) to evaluate students' 

abilities to master a subject digitally. CBT is usually carried out in a computer laboratory or classroom equipped 

with a computer and internet network. Students can take exams online and get their results quickly upon 

completion. The application of the CBT exam in VHS is becoming increasingly common as an alternative to 

the traditional paper-based exam. However, the implementation of CBT exams in vocational high schools still 

faces several problems that need to be addressed, such as the absence of differences in exam questions which 

results in weak security and validity of exam results. 

https://creativecommons.org/licenses/by-sa/4.0/
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The absence of differences in exam questions has the potential to reduce the security of exam 

implementation. If all students get the same questions, there is a risk of leaking the questions before the exam. 

In addition, if the same questions are used repeatedly, students may share answers or seek help from external 

sources, threatening the validity of exam results [2]–[5]. 

To overcome this problem, a randomization method is needed in making exam questions. In this study, 

the randomization method used was the linear congruential method (LCM) and the multiplicative random 

number generator (MRNG). Both of these randomization models have long been used in the development of 

randomization systems. A random number is a value derived from a process whose outcome is unpredictable 

and subsequent generation of the same number is impossible. The process of generating random numbers using 

a computer is called a pseudo random number generator (PRNG) [6]–[8]. Applying these two randomization 

methods can help randomize exam questions so that each student gets a different package of questions at 

random. 

LCM is a random number generator that is widely used in computer programs. This method is used 

to randomize the existing questions so that the questions are arranged randomly and are ready to be used as 

question packages. MRNG, it is an algorithm employed to generate random numbers by utilizing mathematical 

formulas that are iterated as required [9]–[12]. 

Furthermore, in research after the two methods have been applied in the CBT exam question package, 

the LCM and MRNG methods will also be compared. LCM is known to have an advantage in generating 

random and evenly distributed permutations of questions, while MRNG has different characteristics in terms 

of permutations of questions. A comparison between the two will provide clearer insight into the effectiveness 

and suitability of each method in the context of randomizing CBT exam questions in VHSs. 

Through this research, it is also hoped that we can better understand the comparative context between 

the LCM and MRNG methods in randomizing CBT exam questions at VHSs. This information will be useful 

for choosing the most suitable method in ensuring the safety, legitimacy and fairness of administering the CBT 

exam in VHSs.  

 

 

2. RESEARCH METHOD 

Here, the research steps, analytical and experimental methods used to obtain comparative results from 

each pseudo-random number generation algorithm are explained. For details, see Figure 1. Based on the 

aforementioned Figure 1, the general research steps can be elucidated as: 

- Study of literature: during the library research phase, this study used a variety of library sources, including 

books, journals (print and online), articles, and other relevant references. This article is intended to help 

researchers solve problems related to LCM analysis and MRNG in the context of CBT. 

- Data collection: at this stage, it is the stage of collecting all the data needed, such as the question data that 

will be used for CBT. 

- Pseudo random number generator: at this stage, PRNG are generated by comparative analysis of the LCM 

and MRNG algorithms. 

- Problem analysis: at this stage, the problem analysis seeks to introduce randomness into the CBT and 

assess the accuracy of PRNG by both the LCM and MRNG algorithms. 

- Testing: at this stage, the conducted tests aimed at establishing the validity of accurate outcomes indicate 

that the numbers generated from both the LCM and MRNG algorithms have been effectively randomized 

within the context of CBT. 

- Results and conclusions: at this stage, the results and conclusions regarding the validity use of LCM and 

MRNG algorithms for randomization and assessment of accuracy applicable to CBT are explained. 

 

 

 
 

Figure 1. Research stages 
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2.1.  Random numbers 

Random numbers in general can be used for many purposes. For example, these methods find 

applications in a variety of fields, such as games such as dice, statistical analysis, computer simulations, and 

games of chance, among others. Then along with the development of computers, widely used random number, 

especially in cryptography, for example to generate key parameters in public key algorithms, and generate 

vectors initialization (IV) in the symmetric key algorithm. However, the randomness one experiences on a 

computer is just pseudo-random and not truly random because one day the cycle of the generated number will 

reappear. This is because the sequence of random numbers is generated from a mathematical formula, or in 

other words, the resulting sequence is derived from generating repeatable numbers [13]–[16]. The following 

are random and pseudorandom generator diagrams which will be explained in Figure 2.  

 

 

 
 

Figure 2. Random and pseudo random generator scheme 

 

 

2.2.  Algorithm of linear congruence method  

Algorithm is a sequence of instructions to solve a problem. Below is the algorithm that will be built 

using the LCM method, which can be seen as [17]–[21]: 

- Initialize the problem id with the values Xn, a, Xn-1, c and m. 

- Enter question id data and values in Xn, a, Xn-1, c and m. 

- The process of calculating randomization of questions using LCM method. 

- Xn+1=(aXn-1+c) mod m. 

- The process of CBT exam questions is random. 

- View CBT exam question pack. 

 

2.3.  Algorithm multiplicative random number generator 

A computer-generated (pseudo-random) random number algorithm, these random numbers are 

generated using a recurring mathematical formula as required. This is the algorithm that will be built using the 

MRNG method, the algorithm is as [22]–[26]: 

- Initialize the problem id with the values Xn, a, Xn-1, c and m. 

- Enter question id data and values in Xn, a, Xn-1, c and m. 

- The process of calculating randomization of questions by MRNG method. 

- Xn+1=(aXn-1+c) mod m. 

- R1=Xn+1/m. 

- Random CBT exam question process. 

- Appears in the ranking with the lowest R value. 

 

2.4.  System analysis 

The system analysis in this study was performed by implementing LCM and MRNG with the aim of 

randomizing CBT. The fundamental concept in random number generation using LCM and MRNG is the 

utilization of Xi-1 as the seed value. Both LCM and MRNG exhibit a period not exceeding the modulus value, 

denoted as 'm,' and in this particular case, the period is smaller than m. A complete cycle in LCM and MRNG 

occurs when the subsequent conditions are satisfied. 

- Make sure the constant C is greater than the square root of m. 

- Avoid using the constant C as a multiple of m. 

- Choose the prime number corresponding to the value of m. 

- Set the initial value of Xn to be greater than 0 and less than m. 

- Use an odd value for the constant a. 
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The analysis of the system, using various algorithms at different stages, is shown in Figure 3.  

The objective of the randomization test is to utilize an algorithm for generating new question packages that 

will be presented in the CBT. In this study, an in-depth analysis was carried out to obtain new question packages 

because basically the randomization method only applies to one round in terms of randomization. However, in 

this study the randomization of the question packages was not only for one round but more than one round 

according to the number of students taking the CBT exam. So below, we will describe in detail the additional 

novelty algorithm that will be applied by the researcher so that the question packages can be randomized in 

more than one round which will be displayed using LCM and MRNG: 

- The value of C is set to 23, taken from the year the CBT was carried out. For the next set of questions, the 

value of C is increased by 2 compared to the value of the previous C. The sum of the 2 values assigned to 

the next set of questions increases creating a new random number in this set. 

- The constant C must not be a multiple of the value M. 

- The value of m is 101, chosen based on the total number of questions that the CBT will randomly select. It 

is chosen to be a prime number and not a multiple of the value C. 

- The value of Xn=40, determined from the number of questions to be displayed, is 40, and the value of Xn 

in the next question pack is the same as the value of C that will be added 2 from the previous packet. The 

sum of the 2 values provided for the next question pack in Xn will form a new random number in the next 

question pack. 

- The constant 'a' must be an odd number, therefore, a=1, Selected due to its initial odd value within the 

decimal range. 

From the above procedure, it is known that the reference values for randomization are Xn=40, C=23, 

a=1 and m=101. To avoid question code=0, the calculation result will be added to the number 1 and for the 

next question pack as described above to find more than one random, the addition algorithm will be applied in 

the LCM and MRNG, i.e. the reference values Xn and C will be added 2 from known results will serve as a 

reference for the randomization and novelty understanding applied to LCM and MRNG algorithms. 

 

 

 
 

Figure 3. Flowchart of LCM and MRNG 

 

 

3. RESULTS AND DISCUSSION 

3.1.  LCM randomization results 

Knowing the value Xn=40, value C=23, value a=1 and value m=101. And to avoid question code=0, 

the calculation result will be added 1, Figure 4 LCM random results using Google colab. Figure 4 illustrates 

the results of calculating the first question package. In this discussion, a random analysis was performed on 10 

question packets, each consisting of 101 question, with 40 items presented in each individual packet. See Figure 

5 for the outcomes out of 10 question packs. Figure 5 shows the results of question packages 1 to 10, using the 

LCM method and using the Google Colab application utilizing the Python programming language. 

 

 

 
 

Figure 4. Results of LCM method randomization 
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Figure 5. Results of questionnaires using LCM 1-10 

 

 

3.2.  MRNG randomization results 

During the process of randomizing using the MRNG method, there is no distinction in the reference 

for establishing randomness when compared to the LCM method. As mentioned, the values Xn=40, C=23, a=1, 

and m=101 are employed. To prevent a question code of 0, the computed result will be incremented by 1. Refer 

to Figure 6 for the outcomes of randomization using the MRNG technique in Google Colab: 

 

 

 
 

Figure 6. Results of randomization of the MRNG method 

 

 

Figure 6 illustrates the results of calculating the first question package. In this discussion, a random 

analysis of 10 question packages is carried out comprising 101 questions with 40 questions presented within 

each package, the configuration is detailed. Refer to Figure 7 for the depiction of the outcomes out of 10 

question packs. Figure 7 displays the outcomes of question packages 1 to 10, implemented using the MRNG 

method, utilizing the Google Colab implementation using the Python programming language. 

 

3.3.  Analyzing LCM and MRNG randomization 

During this phase, a complete and unambiguous analysis will be given, in-depth examination of 

identical questions on each question pack and between question packs. Below, the differences are described 

and the randomization results obtained by applying the LCM and MRNG methods. Table 1 presents the 

randomization results obtained by the LCM method. 
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Then Table 2 the results of randomization using LCM as many as 1-10 question packages will be 

displayed and it can be seen whether the randomization has similarities in the question packages and between 

question packages. Furthermore, below can be seen the results of randomization in Table 3 in appendix using 

the MRNG method. Then Table 4 in appendix the results of randomization using MRNG as many as 1-10 

question packages will be displayed and it can be seen whether the randomization has similarities in the 

question packages and between question packages. 

After applying the results of the analysis, it appears that the use of the LCM and MRNG methods in 

randomizing the CBT exam question packages was completely successful. The results of the analysis of this 

study show that the reference values for the randomization process are Xn=40, C=23, a=1, and m=101. In 

addition, to avoid the question code having a value of 0, the calculation results will be added 1. For the next 

package of questions, the reference values of Xn and C will be added by 2. The LCM method proved to be 

very effective, because there were no similarities between the CBT exam question packages either in 

application or between the question packages. Meanwhile, the use of the MRNG method in randomizing the 

CBT exam question packages, although it has similarities with LCM in that there are no similarities in the CBT 

exam question packages, in the context of application between CBT exam question packages, there are 

similarities. Further information can be found in Table 5 which illustrates the similarities in the CBT exam 

question packages. From Table 5 in appendix it can be seen that the same question packages from packages  

1-10 where as many as 31 questions from 15 positions in the question package got the same question position 

results which were weaknesses and shortcomings in the implementation of randomization using MRNG. 

 

 

 
 

Figure 7. Results of question packages using MRNG 1-10 

 

 

3.5.  Testing result 

From the results that have been implemented regarding the randomization of CBT exam questions 

using LCM and MRNG, conclusions can be drawn about which randomization method is better applied to the 

CBT exam application. Based on the findings from the earlier comparative analysis, it is evident that LCM 

stands out as a notably superior method for randomizing CBT exam questions. This superiority is evident in 

its ability to effectively randomize both individual CBT exam question packages and the questions spanning 

across different CBT exam packages. The implementation of LCM ensures a complete absence of similarity in 

the randomization process. 

Whereas in the implementation of the MRNG there are weaknesses and deficiencies that occur, 

namely the same package of questions from packages 1-10 which are randomly randomized as many as 31 

questions from 15 positions in the question package get the same position results, even though in terms of the 

question packages the same as LCM classified as having no similarities in this research. The following test 
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results in percentage accuracy result format will then be obtained from the LCM and MRNG methods applied 

in this study. The results of the accuracy of the level of complexity of randomized questions using LCM. 

 

𝑇ℎ𝑒 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠 −𝑠𝑎𝑚𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑜𝑑𝑒𝑙𝑠
 × 100%  

 

𝑇ℎ𝑒 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛 =
40−0

40
 × 100%  

 

𝑇ℎ𝑒 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛 = 100 %  

 

The results of the accuracy of the level of complexity of randomized questions using MRNG. 

 

𝑇ℎ𝑒 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠 −𝑠𝑎𝑚𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑜𝑑𝑒𝑙𝑠
 × 100  

 

𝑇ℎ𝑒 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛 =
40−15

40
 × 100%   

 

𝑇ℎ𝑒 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛 = 62.5 %  

 

From the results of calculating the percentage level of complexity, LCM is obtained with a percentage of 100%, 

whereas because the MRNG between question packages has the same position between one question package 

and another question package as many as 15 positions in the question package, the MRNG percentage obtained 

is 62%. 

 

 

Table 1. Randomization of question packages using LCM 
No Xn+1=((a(Xn+1)+c)) mod m (Xn +1) Rangking 

1 40 40+1=41 41 

2 ((1×41)+23) mod 101=63 63+1=64 64 

3 ((1×64)+23) mod 101=86 86+1=87 87 
4 ((1×87)+23) mod 101=8 8+1=9 9 

5 ((1×9)+23) mod 101=31 31+1=32 32 

6 ((1×32)+23) mod 101=54 54+1=55 55 
7 ((1×55)+23) mod 101=77 77+1=78 78 

8 ((1×78)+23) mod 101=100 100+1=101 101 

9 ((1×101)+23) mod 101=22 22+1=23 23 
10 ((1×23)+23) mod 101=45 45+1=46 46 

11 ((1×46)+23) mod 101=68 68+1=69 69 

12 ((1×69)+23) mod 101=91 91+1=92 92 
13 ((1×92)+23) mod 101=13 13+1=14 14 

14 ((1×14)+23) mod 101=36 36+1=37 37 

15 ((1×37)+23) mod 101=59 59+1=60 60 
16 ((1×60)+23) mod 101=82 82+1=83 83 

17 ((1×83)+23) mod 101=4 4+1=5 5 

18 ((1×5)+23) mod 101=27 27+1=28 28 
19 ((1×28)+23) mod 101=50 50+1=51 51 

20 ((1×28)+23) mod 101=73 73+1=74 74 

21 ((1×74)+23) mod 101=96 95+1=97 97 

22 ((1×97)+23) mod 101=18 18+1=19 19 

23 ((1×19)+23) mod 101=41 41+1=42 42 

24 ((1×42)+23) mod 101=64 64+1=65 65 
25 ((1×65)+23) mod 101=87 87+1=88 88 

26 ((1×88)+23) mod 101=9 9+1=10 10 

27 ((1×10)+23) mod 101=32 32+1=33 33 
28 ((1×33)+23) mod 101=56 56+1=57 56 

29 ((1×57)+23) mod 101=78 238+1=79 79 

30 ((1×79)+23) mod 101=0 0+1=1 1 
31 ((1×1)+23) mod 101=23 23+1=24 24 

32 ((1×24)+23) mod 101=46 46+1=47 47 

33 ((1×302)+23) mod 101=69 69+1=70 70 
34 ((1×323)+23) mod 101=92 92+1=93 93 

35 ((1×93)+23) mod 101=14 14+1=15 15 
36 ((1×15)+23) mod 101=37 37+1=38 38 

37 ((1×38)+23) mod 101=60 60+1=61 61 

38 ((1×61)+23) mod 101=83 83+1=84 84 
39 ((1×84)+23) mod 101=5 5+1=6 6 

40 ((1×6)+23) mod 101=28 28+1=29 29 
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Table 2. Randomization results of problem packages 1-10 using LCM 
 Question Package 1-10 

No 1 2 3 4 5 6 7 8 9 10 

1 41 43 45 47 49 51 53 55 57 59 

2 64 68 72 76 80 84 88 92 96 100 

3 87 93 99 4 10 16 22 28 34 40 
4 9 17 25 33 41 49 57 65 73 81 

5 32 42 52 62 72 82 92 1 11 21 

6 55 67 79 91 2 14 26 38 50 62 
7 78 92 5 19 33 47 61 75 89 2 

8 101 16 32 48 64 80 96 11 27 43 

9 23 41 59 77 95 12 30 48 66 84 
10 46 66 86 5 25 45 65 85 4 24 

11 69 91 12 34 56 78 100 21 43 65 

12 92 15 39 63 87 10 34 58 82 5 
13 14 40 66 92 17 43 69 95 20 46 

14 37 65 93 20 48 76 3 31 59 87 

15 60 90 19 49 79 8 38 68 98 27 
16 83 14 46 78 9 41 73 4 36 68 

17 5 39 73 6 40 74 7 41 75 8 

18 28 64 100 35 71 6 42 78 13 49 
19 51 89 26 64 1 39 77 14 52 90 

20 74 13 53 93 32 72 11 51 91 30 

21 97 38 80 21 63 4 46 88 29 71 
22 19 63 6 50 94 37 81 24 68 11 

23 42 88 33 79 24 70 15 61 6 52 

24 65 12 60 7 55 2 50 98 45 93 
25 88 37 87 36 86 35 85 34 84 33 

26 10 62 13 65 16 68 19 71 22 74 

27 33 87 40 94 47 101 54 7 61 14 
28 56 11 67 22 78 33 89 44 100 55 

29 79 36 94 51 8 66 23 81 38 96 

30 1 61 20 80 39 99 58 17 77 36 
31 24 86 47 8 70 31 93 54 15 77 

32 47 10 74 37 101 64 27 91 54 17 

33 70 35 101 66 31 97 62 27 93 58 

34 93 60 27 95 62 29 97 64 31 99 

35 15 85 54 23 93 62 31 101 70 39 

36 38 9 81 52 23 95 66 37 8 80 
37 61 34 7 81 54 27 101 74 47 20 

38 84 59 34 9 85 60 35 10 86 61 

39 6 84 61 38 15 93 70 47 24 1 
40 29 8 88 67 46 25 4 84 63 42 

 

 

4. CONCLUSION 

The study findings reveal that relying solely on the LCM and MRNG methods for randomizing the 

CBT exam questions at VHS does not lead to the desired outcome of randomizing all 10 question packages 

effectively. Therefore, it becomes crucial to incorporate an additional algorithm, meticulously considered by 

the researchers, to enhance the success of randomization within the LCM and MRNG methods.This entails 

augmenting the reference values Xn and C by 2 for each CBT exam question package. Furthermore, to prevent 

encountering a question code of 0, the calculation result will be incremented by 1. Moreover, within the 

implemented CBT exam package using LCM and MRNG, it is apparent that LCM outperforms MRNG in 

terms of randomization. LCM exhibits distinct superiority as it introduces no similarities within or between 

CBT exam question packages. On the other hand, MRNG, while achieving similarity-free randomization 

within individual CBT exam question packages akin to LCM, exhibits shortcomings in terms of the 

randomization between packages. Notably, between packages 1-10, 31 questions from 15 positions in the 

question packages yield identical question positions. In terms of accuracy, represented as a percentage, the test 

results indicate that LCM achieves a value of 100%, while MRNG attains a value of 62.5%. 
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APPENDIX 

 

 

Table 3. Randomization of question packages using MRNG 
No Xn+1=((a(Xn+1)+c)) mod m (Xn +1) Ri=Xn+1 / m Rangking 

1 40 40+1=41 41/101=0.4059 25 

2 ((1×41)+23) mod 101=63 63+1=64 64/101=0.6337 15 
3 ((1×64)+23) mod 101=86 86+1=87 87/101=0.8614 6 

4 ((1×87)+23) mod 101=8 8+1=9 9/101=0.0891 38 

5 ((1×9)+23) mod 101=31 31+1=32 32/101=0.3168 29 
6 ((1×32)+23) mod 101=54 54+1=55 55/101=0.5446 19 

7 ((1×55)+23) mod 101=77 77+1=78 78/101=0.7723 10 

8 ((1×78)+23) mod 101=100 100+1=101 101/101=1.0000 1 
9 ((1×101)+23) mod 101=22 22+1=23 23/101=0.2277 33 

10 ((1×23)+23) mod 101=45 45+1=46 46/101=0.4554 23 

11 ((1×46)+23) mod 101=68 68+1=69 69/101=0.6832 13 
12 ((1×69)+23) mod 101=91 91+1=92 92/101=0.9109 4 

13 ((1×92)+23) mod 101=13 13+1=14 14/101=0.1386 36 

14 ((1×14)+23) mod 101=36 36+1=37 37/101=0.3663 27 
15 ((1×37)+23) mod 101=59 59+1=60 60/101=0.5941 17 

16 ((1×60)+23) mod 101=82 82+1=83 83/101=0.8218 8 

17 ((1×83)+23) mod 101=4 4+1=5 5/101=0.0495 40 
18 ((1×5)+23) mod 101=27 27+1=28 28/101=0.2772 31 

19 ((1×28)+23) mod 101=50 50+1=51 51/101=0.5050 21 

20 ((1×28)+23) mod 101=73 73+1=74 74/101=0.7327 11 
21 ((1×74)+23) mod 101=96 95+1=97 97/101=0.9604 2 

22 ((1×97)+23) mod 101=18 18+1=19 19/101=0.1881 34 

23 ((1×19)+23) mod 101=41 41+1=42 42/101=0.4158 24 
24 ((1×42)+23) mod 101=64 64+1=65 65/101=0.6436 14 

25 ((1×65)+23) mod 101=87 87+1=88 88/101=0.8713 5 

26 ((1×88)+23) mod 101=9 9+1=10 10/101=0.0990 37 
27 ((1×10)+23) mod 101=32 32+1=33 33/101=0.3267 28 

28 ((1×33)+23) mod 101=56 56+1=57 57/101=0.5545 18 

29 ((1×57)+23) mod 101=78 238+1=79 79/101=0.7822 9 
30 ((1×79)+23) mod 101=0 0+1=1 1/101=0.0099 41 

31 ((1×1)+23) mod 101=23 23+1=24 24/101=0.2376 32 

32 ((1×24)+23) mod 101=46 46+1=47 47/101=0.4653 22 
33 ((1×302)+23) mod 101=69 69+1=70 70/101=0.6931 12 

34 ((1×323)+23) mod 101=92 92+1=93 93/101=0.9208 3 

35 ((1×93)+23) mod 101=14 14+1=15 15/101=0.1485 35 
36 ((1×15)+23) mod 101=37 37+1=38 38/101=0.3762 26 

37 ((1×38)+23) mod 101=60 60+1=61 61/101=0.6040 16 

38 ((1×61)+23) mod 101=83 83+1=84 84/101=0.8317 7 
39 ((1×84)+23) mod 101=5 5+1=6 6/101=0.0594 39 

40 ((1×6)+23) mod 101=28 28+1=29 29/101=0.2871 30 

 

 

Table 4. Randomization results of problem packages 1-10 using MRNG 
 Question package 1-10 

No 1 2 3 4 5 6 7 8 9 10 

1 25 21 25 24 21 20 22 19 19 18 
2 15 11 14 12 8 6 8 4 3 1 

3 6 1 3 41 37 34 35 30 28 26 

4 38 32 33 30 25 21 20 15 12 9 
5 29 22 22 18 12 7 6 41 37 33 

6 19 12 11 6 40 35 33 26 22 16 

7 10 2 41 35 28 22 18 11 6 40 
8 1 33 30 23 15 8 4 37 31 24 

9 33 23 19 11 2 36 31 22 15 7 

10 23 13 8 40 31 23 16 7 40 32 
11 13 3 38 29 18 9 2 33 25 15 

12 4 34 27 17 5 37 29 18 9 39 

13 36 24 16 5 34 24 14 3 34 23 
14 27 14 5 34 22 10 41 29 18 6 

15 17 4 35 22 9 38 27 14 2 31 

16 8 35 24 10 38 25 12 40 27 14 
17 40 25 13 39 26 11 39 25 11 38 

18 31 15 2 28 13 39 25 10 36 22 

19 21 5 32 16 41 26 11 36 21 5 

20 11 36 21 4 29 12 38 21 5 30 

21 2 26 10 33 16 40 24 6 30 13 

22 34 16 40 21 3 27 10 32 14 37 
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Table 4. Randomization results of problem packages 1-10 using MRNG (continue) 
 Question Package 1-10 

No 1 2 3 4 5 6 7 8 9 10 

23 24 6 29 9 32 13 37 17 39 21 

24 14 37 18 38 19 41 23 2 24 4 

25 5 27 7 27 6 28 9 28 8 29 
26 37 17 37 15 35 14 36 13 33 12 

27 28 7 26 3 23 1 21 39 17 36 

28 18 38 15 32 10 29 7 24 1 20 
29 9 28 4 20 39 15 34 9 26 3 

30 41 18 34 8 27 2 19 35 10 28 

31 32 8 23 37 14 30 5 20 35 11 
32 22 39 12 26 1 16 32 5 20 35 

33 12 29 1 14 30 3 17 31 4 19 

34 3 19 31 2 17 31 3 16 29 2 
35 35 9 20 31 4 17 30 1 13 27 

36 26 40 9 19 33 4 15 27 38 10 

37 16 30 39 7 20 32 1 12 23 34 
38 7 20 28 36 7 18 28 38 7 17 

39 39 10 17 25 36 5 13 23 32 41 

40 30 41 6 13 24 33 40 8 16 25 

 

 

Table 5. Same question package MRNG 
No Question package Initial question number New question number 

1 2 1 21 

2 5 1 21 
3 8 1 19 

4 9 1 19 

5 5 2 8 
6 7 2 8 

7 2 7 22 

8 3 7 22 

9 2 13 24 

10 6 13 24 

11 5 13 34 

12 9 13 34 

13 2 19 5 

14 10 19 5 
15 3 20 21 

16 8 20 21 

17 2 25 27 
18 4 25 27 

19 6 25 28 

20 8 25 28 

21 1 26 37 

22 3 26 37 

23 1 29 9 

24 8 29 9 

25 1 34 3 
26 7 34 3 

27 1 38 7 

28 5 38 7 

29 9 38 7 

30 3 38 28 

31 7 38 28 
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