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 The proposed system aims to overcome challenges posed by large databases, 

data imbalance, heterogeneity, and multidimensionality through progressive 

sampling as a novel classification model. It leverages sampling techniques to 

enhance processing performance and overcome memory restrictions. The 

random forest regressor feature importance technique with the gini 

significance method is employed to identify important characteristics, 

reducing the data’s features for classification. The system utilizes diverse 

classifiers such as random forest, ensemble learning, support vector machine 

(SVM), k-nearest neighbors’ algorithm (KNN), and logistic regression, 

allowing flexibility in handling different data types and achieving high 

accuracy in classification tasks. By iteratively applying progressive sampling 

to the dataset with the best features, the proposed technique aims to 

significantly improve performance compared to using the entire dataset. This 

approach focuses computational resources on the most informative subsets of 

data, reducing time complexity. Results show that the system can achieve over 

85% accuracy even with only 5-10% of the original data size, providing 

accurate predictions while reducing data processing requirements. In 

conclusion, the proposed system combines progressive sampling, feature 

selection using random forest regressor feature importance (RFRFI-PS), and 

a range of classifiers to address challenges in large databases and improve 

classification accuracy. It demonstrates promising results in accuracy and time 

complexity reduction. 
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1. INTRODUCTION 

The exponential growth of data in various domains has led to the emergence of big data analytics [1] 

as a critical research area. Machine learning algorithms, particularly in the domains of classification, 

regression, and clustering, play a vital role in analyzing and understanding these data models. However, 

working with big data poses significant challenges. The size and complexity of datasets often lead to high 

computational demands, making traditional analytical methods inefficient and time-consuming. Additionally, 

the inclusion of irrelevant or redundant variables in the data can hinder the performance and accuracy of 

machine learning models. To overcome these challenges, efficient pre-processing techniques and feature 

selection methods have become essential in the field of big data analytics. One of the efficient methods to 
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reduce the dataset volume is sampling. Different sampling techniques have been implemented across various 

big data analytics. Though Sampling may result in handling data efficiently but it may lack the relevant 

information needed for classification due to its heterogeneous, imbalance nature. So it is necessary to choose 

the efficient preprocessing methods before the sampling process and the right kind of the sampling to reduce 

the issue of computational time. 

One prominent approach to address the time complexity issue and improve the efficiency of 

classification models is progressive sampling (PS). Progressive sampling [2] is a technique that involves 

selecting samples iteratively for classification and prediction on massive datasets. By gradually sampling the 

data, this approach aims to reduce the computational burden while still maintaining high accuracy. Progressive 

sampling works by selecting a portion of the data for training the model iteratively, gradually expanding the 

size of the training set as the model improves. 

In sampling, progressive techniques optimize the selection of representative data points for analysis 

or training. One such method is progressive sampling, which aims to achieve efficient sampling while reducing 

computation time. PS is likely employing iterative strategies to adaptively select new samples based on 

information gained from previously selected samples. The relationship between sample number and model 

accuracy is often represented by a learning curve, as shown in Figure 1. Learning curves offer insights into 

how the amount of training data impacts model performance. However, it’s important to note that learning 

curves can exhibit different behaviors depending on the context and dataset. Once a learning curve reaches its 

ultimate plateau, it indicates model convergence, where optimal performance is achieved, and further iterations 

or additional training samples may not significantly improve accuracy. Identifying the convergence point is 

crucial for determining when to stop training or assess model performance. 

Progressive techniques, including progressive sampling, provide efficient ways to enhance accuracy 

and efficiency in machine learning algorithms. Producing a representative sample from data collection involves 

fulfilling two important criteria. Firstly, the sample should exhibit informational equivalence by capturing and 

preserving the same amount of information as the complete dataset. This ensures that the learning system can 

extract similar insights and make accurate predictions or inferences based on the sample alone. Achieving 

informational equivalence is crucial for generalization and maintaining the model’s performance on unseen 

data. Secondly, the sample should be minimized in size while still maintaining its representativeness. Reducing 

the sample size offers advantages such as decreased computational requirements, storage space, and processing 

time. A smaller sample facilitates more efficient learning and analysis, particularly with large datasets. 

However, it’s essential to strike a balance between reducing sample size and preserving critical information. 

The sample should be sufficient to capture the essential characteristics and patterns of the complete dataset 

without compromising representativeness. 

 

 

 
 

Figure 1. Progressive learning curve 

 

 

Here’s a high-level overview of how progressive sampling is used to reduce time complexity in a 

classification model for big data: 

Step 1: split the data into smaller subsets. 

Step 2: randomly select a lesser portion of the data, often referred to as the “seed” dataset. 

Step 3: train a classification model using the seed dataset. 

Step 4: evaluate the performance of the trained model using a validation dataset or cross-validation techniques. 

Step 5: gradually increase the size of the training set by incorporating additional subsets of the data. 

Step 6: update the existing model using the new training data. 

Step 7: re-evaluate the model’s performance. 

Step 8: repeat steps 5-7 until the termination condition is met. 
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− Related work 

Progressive sampling iteratively improves model accuracy and reduces time complexity by 

incorporating informative data subsets. It optimizes computational resources by avoiding processing the entire 

big data set. Considerations like data stratification [3] examining the effect of quality improvement initiatives 

on decreasing racial disparities in maternal morbidity, class distribution balance [4], and concept drift handling 

are important in designing and implementing progressive sampling. Many research techniques have used 

progressive sampling in different dimensions. Umarani and Punithavalli [5], explored progressive sampling 

approach for frequent datasets for association rule mining. Though this technique yielded improved results, the 

selection of dataset was limited to a particular category. Chen and Zeng [6], tackles the joint problem of 

automatic model selection and feature selection in machine learning. The authors propose a progressive 

sampling-based approach that selects both the optimal machine learning model and features simultaneously. 

Their framework iteratively chooses samples for model training and feature selection, gradually increasing the 

sample size while evaluating different models and feature subsets. However, the paper lacks a detailed 

explanation of the progressive sampling technique used, limiting the assessment of its effectiveness and 

potential limitations. It is worth noting that the auto-waikato environment for knowledge analysis (WEKA) 

approach [7] has a 30-hour time budget for each run, whereas the automatic model in this research averaged 

around 5 hours. 

Ros and Guillaume [8], proposed an iterative sample selection method to enhance clustering 

performance. The authors utilize a fitness function to evaluate the relevance of each sample and handle the 

selection process. The paper evaluates the framework on benchmark datasets, comparing its performance to 

other clustering methods like k-means and hierarchical clustering. However, the paper lacks a detailed 

explanation of the fitness function used in the framework. Furthermore, the paper does not extensively compare 

the proposed framework with more recent and state-of-the-art clustering methods. Huang et al. [9], proposed 

a methodology to improve the accuracy of breast cancer prediction models. The paper highlights the challenges 

posed by imbalanced datasets in breast cancer prediction, where the minority class (cancer cases) has 

significantly fewer samples than the majority class (non-cancer cases). Effective feature selection and over-

sampling techniques are emphasized to address this imbalance and enhance prediction performance.  

The proposed methodology combines the ReliefF feature selection algorithm with over-sampling techniques 

such as synthetic minority over-sampling technique (SMOTE) and Borderline-SMOTE. Despite the paper’s 

contributions, there are some potential drawbacks. The ReliefF algorithm and its feature selection process are 

not thoroughly explained, limiting the understanding of its principles and effectiveness in breast cancer 

prediction. Zhao et al. [10], carried out research that suggests an approach for large-scale data clustering that 

is based on stratified sampling. The clustering analysis has utilized progressive sampling. According to the 

experimental findings, the suggested approach performs better than comparable algorithms for large-scale data 

sets in terms of clustering quality and computing efficiency. Zhang et al. [11], focuses on improving two-class 

unbalanced classification by investigating the effects of feature selection before and after data resampling.  

The decision between the two frameworks depends on variables such as the dataset, specific combinations of 

feature selection and data resampling techniques, and standard classification algorithms. The study also 

identifies the optimal combinations of feature selection and data resampling algorithms that consistently yield 

the best results in unbalanced classification. 

Simulation research by Speiser [12] is conducted to compare the binary mixed model forest method 

(BiMM) with traditional generalized linear mixed model feature selection techniques like shrinkage and 

backward elimination. The study utilizes the health, ageing, and body composition study dataset to develop 

models for predicting mobility disability in older individuals and evaluates their performance. However, feature 

selection’s impact on the performance of the binary mixed model (BiMM) forest method and its effectiveness 

is not adequately examined, highlighting a potential gap in understanding. Fei et al. [13], conducted a study on 

cotton classification at the county scale using Landsat 8 OLI images from the 2017 cotton growing season. 

They extracted spectral information, vegetation indices, and textural elements from the images as features for 

classification. The random forest feature selection method was applied to identify the most relevant features, 

and established machine learning techniques were employed for classification. The findings showed that 

combining multi-feature images improved accuracy and stability compared to single-phase images. While 

support vector machine (SVM) and artificial neural networks (ANN) outperformed random forest in 

classification results, random forest exhibited superior stability in multi-feature classification. 

Xuan et al. [14], suggested a feature selection strategy using random forests and a hybrid neural 

network called convolutional neural network-bidirectional gated recurrent unit (CNN-BiGRU) for multi-model 

integrated prediction. It uses data from various sliding time windows of different lengths and trains separate 

sub-forecasting models. The predictions from all sub-models are combined to generate a single forecast.  

The input load dataset is resampled and sliding window widths of 5, 10, 20, and 50 are chosen. The method 

trains sub-forecasting models using different time frames and window widths. The model is trained for accurate 
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short-term load forecasting by averaging the projected results. Despite attempts to modify and optimize the 

power load data, the proposed approach struggles to accurately estimate ultra-short-term power loads. This 

suggests challenges in predicting power loads accurately within very short time intervals. 

A PS transformer network for change detection in remote sensing images [15] was presented in this 

research. This network improves spatial connections and contextual information by iterative harvesting and 

optimizing feature information. The authors note that the a deeply supervised image fusion network for change 

detection (DSIFN-CD) dataset used in their study may have inaccurate omissions. The dataset’s marker 

information identifies changing components by area rather than individual buildings, potentially overlooking 

important data and reducing irrelevant information. Furthermore, the dataset suffers from insufficient training 

data. However, the proposed PS-based system also faces the issue of over-extraction. This means the network 

may extract excessive or unnecessary information, leading to increased computational complexity or the 

inclusion of irrelevant features in the model. 

Mahafzah et al. [16], presented the method that involved multiple stages of sampling, which 

potentially affected its effectiveness in real-time applications. The drawback of the proposed technique lies in 

its suitability for real-time applications. The multi-stage sampling process may require additional 

computational resources and time, making it less efficient for real-time data mining tasks that require 

immediate or near real-time processing and decision-making. Portet et al. [17], discovered that the progressive 

sampling approach could yield comparable results even when using only a third of the initial data. This 

indicates the effectiveness of the approach in reducing data size without significant quality loss. However, a 

drawback of the proposed method was increased time consumption. The progressive sampling process involved 

multiple phases, which extended the processing time compared to using the full dataset. Depending on specific 

application requirements and constraints, the benefits of reducing data size while maintaining satisfactory 

results may outweigh the additional processing time. 

Villegas et al. [18], proposed an approach to enhance Twitter polarity detection through sentiment 

analysis. They suggested that by utilizing a specific subset of features, sentiment analysis models can be 

improved to achieve faster and simpler results. The authors employed rule-induction approaches to construct a 

reduced representation of tweets using the selected features, enabling the identification of relevant patterns and 

rules for sentiment analysis. They also utilized covering arrays to create bootstrap samples, aiding in estimating 

model performance and making predictions. However, the approach may not generalize well to sentiment 

analysis tasks beyond the Twitter platform. Zheng and Jin [19], introduced a method introduced for feature 

extraction from low sample size data. The method considers data quality and variable training samples. A key 

aspect of the proposed method is that the features are updated for each training sample. This dynamic 

adjustment of the feature selection process allows it to adapt based on the available training data. The authors 

likely conducted experiments to assess the performance of their method and compared it with other explicit 

feature selection techniques. The ability to update features for each training sample offers a more adaptive and 

flexible approach to feature selection in scenarios with a limited sample size. 

Parthasarathy [20], used association rule mining and the idea of equivalence to achieve progressive 

sampling. The choice of feature importance algorithm along with the sampling method plays an important role 

for data classification. Chen et al. [21], used random forest as the features selection method to extract the best 

features along with random sampling. The results obtained are compared with various classifiers with and 

without feature extraction. Random forest performed better for feature extraction with various classifiers.  

The authors failed to explain about the processing time taken to train the model even though accuracy obtained 

is comparatively good. Sarada and Devi [22], utilized the under-sampling method combined with recursive 

feature elimination for best results but this method did not work well with some highly imbalanced datasets.  

The method presented by Hwang et al. [23], examined the near-infrared spectra’s feature significance using 

random forest regression models. Better prediction performances were achieved by the random forest models 

trained with the high-importance regions than by those trained with the entire spectral range, proving the value 

of the feature importance calculated by the random forest and the viability of applying the spectral data 

selectively. 

 

− Objectives 
The main objectives of proposed research random forest regressor feature importance classification 

method based on progressive sampling (RFRFI-PS) are: 

1) To develop an efficient classification model that can efficiently handle the time complexity of big data 

analytics. 

2) To examine the efficacy of progressive sampling in increasing classification model efficiency and accuracy. 

3) To assess the proposed model’s performance using various classifiers and compare it to existing models. 

4) To demonstrate the applicability of the proposed model on real-world datasets from different domains. 
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2. METHOD 

The proposed RFRFI-PS model used “random forest regressor feature importance” technique for 

feature selection and employed progressive sampling to focus computational resources on informative data 

subsets. Through extensive experimentation, we aim to showcase the effectiveness of our model in reducing 

time complexity while maintaining high accuracy in big data analytics. Figure 2 depicts the flow design of the 

RFRFI-PS model. 

 

 

 
 

Figure 2. Block diagram of the proposed RFRFI-PS system 

 

 

2.1.  Dataset used for RFRFI-PS model 

The performance evaluation utilized three datasets. The initial dataset under consideration is the 

cancer dataset. The provided dataset [24] pertains to the UCI machine learning repository, a repository that 

houses gene expression data of individuals diagnosed with various tumour kinds. The dataset aims to predict 

the type of cancer that an individual may acquire based on gene expressions. 

The subsequent dataset [25] is referred to as the speech dataset. This dataset is associated with the 

Parkinson’s disease classification dataset included within the UCI repository. The dataset comprises recordings 

obtained from a sample of 64 individuals who were classified as healthy and served as the control group, as 

well as 188 individuals diagnosed with Parkinson’s disease, consisting of 81 women and 107 men.  

The third dataset [26] under consideration is the human activity recognition with smart phones (HAR-

SP) dataset available on Kaggle. The dataset comprises data that has been gathered from a cohort of 30 

individuals who volunteered for the study, with ages ranging from 19 to 48 years. Each participant employed 

a mobile device to do six separate tasks, namely walking, ascending stairs, descending stairs, sitting, standing, 

and reclining. 

 

2.2.  RFRFI-PS model implementation 

The proposed model involves four main steps: data preprocessing and normalization, and feature 

importance using the random forest regressor method. Here’s a breakdown of each step: 

Step 1:  data preprocessing: in this step, the standard approach to data preprocessing is followed.  

This typically involves handling missing values and outliers in the dataset. Null values and outliers 

are eliminated or treated in a way that does not negatively impact the analysis. 

Step 2: normalization: after data preprocessing, a data normalization technique is applied to ensure consistent 

data values within a specific range or distribution. There are different normalization techniques 

available, such as min-max scaling or z-score normalization. The choice of technique depends on the 

dataset’s characteristics and analysis requirements. In our model building, we utilize min-max scaling 

normalization after considering the dataset’s characteristics and analysis requirements. Min-max 
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scaling, also known as normalization, rescales the data to a fixed range, typically between 0 and 1. 

The formula for min-max scaling is:  

Z_SCALED = (Z-Z_MIN)/(Z_MAX-Z_MIN) (1) 

 

here, Z represents the original data, Z_MIN is the minimum value in the dataset, and Z_MAX is the 

maximum value. This method ensures that data values are proportionally mapped to the desired range 

while preserving the relationships between data points. 

Step 3:  feature importance using random forest regressor method: in this step, the importance of features in 

the dataset is determined. The impurity-based feature importance measure is employed, which utilizes 

the gini impurity criterion commonly used in decision tree algorithms. The gini impurity measures the 

effectiveness of a decision tree split in separating the data. Multiple decision trees are constructed 

using the random forest regressor, and the average impurity reduction for each feature is calculated. 

The relative values of the estimated importance indicate the significance of each feature. The feature 

with the highest decrease in impurity is selected for each internal node in the decision trees.  

This process is repeated for all features, and the average importance across all trees in the random 

forest is computed. This measure aids in identifying the most relevant features for the analysis. 

The proposed method has been implemented by applying the feature importance method in step 2. 

Figure 3 shows the relative feature importance statistic. In Figure 3(a) to 3(c) explain about of cancer, HAR-

SP and speech dataset respectively by applying the random forest regressor algorithm. The top features were 

selected. Initially, the top 10 features were extracted, followed by another 10. After conducting multiple rounds 

of trials, the top 80 features for the cancer dataset and the top 20 features for the HAR-SP and speech datasets 

were selected for the experimental process. 

 

 

  

(a) 

 

(b) 

 

 
(c) 

 

Figure 3. Important features of; (a) cancer dataset, (b) HAR-SP dataset, and (c) speech dataset 

 

 

The result of applying the feature importance method is presented in Table 1, which provides 

information about the total number of reduced feature sets after selecting the best attributes for training the 

model. The Table 1 includes the count of feature instances (rows) and attributes (columns) before and after 

applying the feature importance method. The accuracy results obtained for each classifier are shown in Table 2. 
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Table 1. Characteristics of the original dataset and reduced dataset after selecting best feature attributes 
Dataset  HAR-SP dataset Speech dataset Cancer dataset 

Characteristics of the 
original dataset 

Feature rows 4,252 756 800 

Feature columns 563 755 20,000 
Reduced dataset after 

feature importance 

Feature rows 4,252 756 800 

Feature columns 20 20 80 

 

 

Step 4:  step 4 of the proposed method is divided into two parts: 4a and 4b. Here’s a breakdown of each part: 

Step 4a:  splitting the data into training and testing sets: in this part, the relevant feature data sample is divided 

into two sets: a training set and a testing set. The splitting is done in a ratio of 80:20, where 80% of 

the data is used for training the models, and 20% is reserved for testing and evaluating the accuracy 

of the models. Various classifiers are employed in this step to forecast the accuracy of the models. 

Step 4b: progressive sampling of the data: the progressive sampling approach starts with a small data sample 

i.e., 5% of the entire dataset, and gradually increases the sample size in multiples of 5%. The purpose 

of PS is to improve the accuracy of the model as quickly as possible by increasing the sample size 

used for training. 

 

 

Table 2. Accuracy results in (%) for the reduced dataset for each classifier 
Dataset LR KNN  SVM DT AdaBoost RF Ensemble 

CANCER 99 93 97 86 83 91 98 

SPEECH 86 84 80 84 80 84 85 

HAR-SP 88 87 87 86 85 88 89 

 

 

Progressive sampling intends to iteratively increase the sample size and monitor the model’s accuracy 

to determine if further increase in the sample size no longer leads to significant improvements in accuracy.  

The model stops once the curve attains the plateau. This approach reduces the classification time by 

considerable time. The accuracy of the models is evaluated using various classifiers, including logistic 

regression, k-nearest neighbors’ algorithm (KNN) classifier, SVM, decision tree, AdaBoost, ensemble 

learning, and random forest. The accuracy predictions for each sampling percentage and classifier are recorded 

and plotted in graphs. The graphs in Figures 4, 5, and 6 show the relationship between the percentage of data 

used and the accuracy achieved by each classifier for speech, human activity recognition with smartphones and 

cancer datasets. 

 

 

 
 

Figure 4. Visual representation sampled data v/s accuracy of speech data 
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Figure 5. Visual representation sampled data v/s accuracy of HAR-SP data 

 

 

 
 

Figure 6. Visual representation sampled data v/s accuracy of cancer data 

 

 

3. RESULTS AND ANALYSIS 

The accuracy results of different classifiers at various sampling percentages provide insights into the 

model’s performance improvement as the sample size increases. It helps assess the trade-off between training 

data size and model accuracy. The computational efficiency of each classifier with different sampling 

proportions can be inferred from the timing information. In this proposed model, the classification efficiency 

was evaluated on cancer, speech, and HAR-SP datasets. The initial cancer dataset had 800 instances with 

20,000 feature attributes, the speech dataset had 756 instances with 755 feature attributes, and the HAR-SP 

dataset had 4,252 instances with 563 feature attributes. 

By applying random forest feature importance and preprocessing techniques, the datasets were 

reduced to 80 features for the cancer dataset and 20 features each for the speech and HAR-SP datasets.  

The relevant feature data sample was divided into 80% of the training data set and 20% of a testing dataset to 

evaluate model accuracy. Various classifiers were used, and logistic regression achieved accuracies of 98%, 

86%, and 88% on the testing sets of the cancer, speech, and HAR-SP datasets respectively. Logistic regression 

successfully predicted class labels, demonstrating its effectiveness in classifying instances in these datasets. 

Additionally, an ensemble classifier achieved 89% accuracy in classifying the HAR-SP instances. To evaluate 
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the impact of progressive sampling, progressively sampled data ranging from 5% to 25% was tested by each 

classifier. The results were plotted in Figures 4, 5, and 6, showing the relationship between the percentage of 

data sampled and the accuracy achieved by different classifiers for each dataset. These graphs provide a visual 

representation of how the amount of sampled data influences classifier accuracy. 

The proposed model compared the performance of classifiers using an 80:20 ratio split dataset and 

progressively sampled data. Unanticipatedly, even with a small sample, the accuracy achieved was similar to 

that of the 80:20 sample ratio data. Further testing with progressively sampled data ranging from 5% to 25% 

showed that accuracy remained within the same range. This suggests that classifiers can achieve comparable 

accuracy with smaller sample sizes, indicating the effectiveness of progressive sampling in reducing data 

requirements without compromising accuracy. Selectively sampling a smaller subset of the data reduces 

computational complexity and processing time while maintaining similar levels of accuracy. 

Table 3 presents the execution time for the entire process, the whole dataset, and progressively 

sampled data representing different proportion. The results show that the execution time for progressively 

sampled data is notably lower compared to the entire dataset, but it can achieve approximately the same 

accuracy as the original dataset. Interestingly, despite the reduced sample size and time, the classifiers achieve 

similar accuracy on the sampled data compared to the entire dataset. These findings indicate that the proposed 

model can achieve comparable accuracy with fewer samples in a shorter time when working with datasets 

containing relevant features. 

 

 

Table 3. Execution time of the whole dataset and progressive sampled data with different classifiers 
Cancer dataset (time in seconds) 

Classifier SVM KNN Ada boost Random forest Ensemble Logistic regression 

80:20 8.6 12.69 3.40 5.44 10.5 7.31 

5% 0.14 0.54 0.47 2.21 0.79 0.42 
10% 0.30 0.68 0.77 2.23 1.02 0.66 

15% 0.45 0.79 0.53 2.31 1.45 0.81 

20% 0.73 1.14 0.71 0.9 1.91 1.22 
25% 0.93 1.3 0.76 0.9 2.37 1.33 

Speech dataset (time in seconds) 

80:20 4.3 9.17 2.6 6.42 8.4 8.1 

5% 0.3 3.20 0.4 0.21 0.4 0.8 

10% 0.41 3.22 0.7 0.23 0.52 0.9 

15% 0.43 3.91 0.6 0.30 0.62 1.12 
20% 0.52 3.95 0.41 0.34 0.71 1.15 

25% 0.54 3.83 0.31 0.44 0.83 1.23 

Human activity recognition with smartphones dataset (time in seconds) 
80:20 1.44 44 2.56 49 30 14.4 

5% 0.15 4.6 0.49 6.12 1.5 4.9 

10% 0.17 6.15 0.57 2.37 2.5 3.5 
15% 0.42 8.19 0.73 3.18 4.0 2.2 

20% 0.61 10.0 0.80 3.08 6.09 2.1 

 

 

The utilization of progressive sampling and time complexity reduction techniques improves 

classification efficiency without sacrificing accuracy. The reduced execution time of sampled data is 

particularly beneficial in handling large datasets in big data scenarios, where processing time and 

computational resources are significant concerns. These results emphasize the model’s efficiency in achieving 

accurate classification with reduced execution time, making it suitable for real-world applications involving 

big data, where both accuracy and efficiency are crucial factors to consider. The findings and outcome of the 

proposed system observed from the above results are as follows:  

− The system effectively addresses data imbalance, heterogeneity, and multidimensionality by employing 

diverse classifiers (random forest, ensemble learning, SVM, KNN, and logistic regression) to handle 

different data types and achieve high accuracy in classification tasks. 

− The proposed RFRFI-PS model introduces progressive sampling as a novel classification model, iteratively 

applying it to the dataset with the best features to significantly improve performance by optimally focusing 

computational resources on informative subsets, reducing time complexity. 

− The system utilizes random forest regressor feature importance (RFRFI) with the gini significance method 

to identify important characteristics, effectively reducing data features for classification, and enhancing 

efficiency and accuracy. 

− The system achieves over 85% accuracy with reduced data size (5-10% of the original), demonstrating 

accurate predictions while significantly reducing data processing requirements. 

− The proposed system shows promising results in accuracy and time complexity reduction by combining 
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progressive sampling, feature selection using RFRFI, and diverse classifiers, effectively addressing 

challenges in large databases and improving classification accuracy. 

 

3.1.  Comparison of proposed RFRFI-PS model with research work 

Table 4 compares the performance of the suggested approach with related work. In a previous study 

[27], logistic regression and random forest models were used for feature extraction and classification, but 

random sampling did not yield the expected results, as shown in the table. However, their training and testing 

process achieved good AUC scores. 

 

 

Table 4. Comparison of proposed RFRFI-PS model with work 
Research 

work 

Dataset Techniques Machine learning 

algorithms 

Performance evaluation metrics used 

and obtained results 

Saarela 
and 

Jauhiainen 

[24] 

Running 
injury data 

Feature importance with random 
sampling using logistic regression 

RF AUC: 0.51+-0.06 
LR AUC: 0.50+-0.02 

Breast cancer Feature importance with random 

sampling using logistic regression 

RF AUC: 0.51+-0.08 

LR AUC: 0.50+-0.03 
Proposed 

RFRFI-PS 

model 

Cancer, 

speech,  

HAR-SP 

Feature importance with 

progressive sampling using random 

forest regressor 

RF, LR, KNN, SVM, 

DT, ADA BOOST, 

ensemble learning 

Average accuracy: 84.5%. 

Average F-measure with progressive 

sampling: 91% accuracy execution 
time: 1sec 

 

 

In contrast, our suggested approach demonstrates high accuracy across various classifiers, especially 

on high-dimensional datasets. The incorporation of progressive sampling has significantly reduced the time 

required, which is particularly advantageous for large datasets. The cancer dataset, with its numerous feature 

dimensions, outperformed the human activity recognition with smartphones and speech datasets in terms of 

accuracy and F-measure. Hence, the progressive sampling method combined with feature extraction has proven 

valuable in reducing time in big data analytics. 

 

3.2.  Comparison of proposed RFRFI-PS model with research work 

In a different study [28], three classifiers were employed on four high-dimensional DNA microarray 

datasets. Clustering was used to group related features based on manhattan distance. Random sampling was 

utilized for classification, and F-measure and accuracy were the performance metrics. It is important to note 

that our proposed work had a relatively larger number of instances compared to the dataset described in that 

study. Our work employed progressive sampling, which demonstrated accurate results in a few cycles.  

The random forest regressor approach was used for feature extraction, and the extracted features were classified 

using seven different classifiers. A comparison of the proposed model with work [28] can be found in Table 5.  

Comparing our approach to the study [27], [28], our average F-measure of 91% is higher, indicating 

the effectiveness of our approach. The results highlight the superior performance of our proposed approach, 

with higher accuracy and F-measure. The use of progressive sampling, feature extraction, and a range of 

classifiers contributes to the success of our method in improving classification efficiency and reducing the time 

required in big data analytics shown in Table 3. 

 

3.3.  Inter-model performance comparison of progressive sampling methods using different techniques 

In the domains of active learning and frequent mining, the progressive sampling approach was applied, 

although the specific domains differed from our study. Despite the domain differences, sampling was a 

common element across these fields. Our suggested strategy, which combines feature selection and progressive 

sampling, achieved an accuracy of 84.5%. In comparison, the accuracy obtained in the frequent mining and 

active learning domains was 78% and 79.9%, respectively. Detailed comparison results can be found in  

Table 6, highlighting the superior performance of our proposed method. 

 

 

Table 5. Comparison of proposed RFRFI-PS model with work [28] 
Research work Dataset Techniques Classifier Performance evaluation metrics-values 

[28] Colon, CNS, 

ovarian, 

lung 

Feature importance method with 

spectral clustering and random 

sampling 

MLP, SVM, C4.5 Average F-measure:83% 

Proposed 

RFRFI-PS 

model 

Cancer, 

speech, 

HAR-SP 

Feature selection using random forest 

regressor feature importance 

combining progressive sampling 

RF, LR, KNN, SVM, 

DT, ADA BOOST, 

ensemble learning 

Average accuracy: 84.5%. Average F-

measure with progressive sampling: 

91% Execution time: 1 sec 
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The ramifications of the findings from the proposed system RFRFI-PS model are significant and have 

several potential implications for future research and practical applications:  

− Improved efficiency in big data classification: the demonstrated use of progressive sampling and time 

complexity reduction techniques can significantly enhance the efficiency of big data classification tasks, 

becoming crucial for faster and more accurate data analysis amid the exponential growth of data volume. 

− Scalable solutions for handling large datasets: the proposed system’s high accuracy with reduced dataset 

size (5-10% of the original) provides a promising solution for handling large and complex datasets, ensuring 

scalability in data analysis without compromising accuracy. 

− Generalizability across domains: the incorporation of diverse classifiers (random forest, ensemble learning, 

SVM, KNN, and logistic regression) and feature selection techniques like RFRFI renders the proposed 

system adaptable across diverse domains, offering a flexible approach for accurate classification of different 

data types in real-world scenarios. 

− Resource optimization: the findings show that the proposed system optimizes time complexity by focusing 

on informative data subsets, offering broader implications for critical applications requiring computational 

efficiency and resource utilization. 

− Real-world applications: the promising results in accuracy and efficiency are applicable across industries, 

benefiting real-world applications in healthcare, finance, marketing, IoT, enhancing decision-making, 

predictive modeling, and data-driven insights with large datasets. 

 

 

Table 6. Comparative analysis of inter-model performance employing various techniques using progressive 

sampling method 
Techniques used Accuracy (%) 

Active learning 79.9 

Frequent mining 78.0 
Proposed RFRFI-PS model (progressive sampling) 84.5 (average accuracy of all three datasets) 

 

 

4. CONCLUSION AND FUTURE WORK 

In our research, we combined progressive sampling and random forest regressor feature importance 

techniques to train clinical datasets. Our goal was to reduce high-dimensional datasets using feature 

importance. We utilized logistic regression, SVM, AdaBoost, ensemble, and random forest classifiers to 

evaluate accuracy and execution time on the reduced dataset. We progressively sampled the data from 5% to 

25% and assessed accuracy and time using the same classifiers at each stage. The results showed that the 

progressively sampled data maintained an average accuracy of 85% (across all classifiers) while significantly 

reducing execution time to 1 second (across all classifiers) compared to 8 seconds for the entire dataset.  

This indicates the potential of our method in reducing time in big data analytics. The cancer dataset, with more 

features compared to the speech and human activity recognition with smartphones datasets, achieved higher 

accuracy. The effectiveness of the random forest regressor and its feature importance was evident in handling 

the extensive features and volume of the cancer dataset. Our proposed method offers a new direction in big 

data analytics, using progressive sampling and feature importance to reduce execution time while maintaining 

accuracy. These findings have implications for optimizing data analysis processes and advancing the field of 

data analytics. 

For future research, it would be valuable to explore the combination of progressive sampling with 

diverse feature importance methodologies on datasets of varying sizes, class ratios, and feature counts. This 

could provide further insights into improving data analytics in terms of time and cost efficiency. The findings 

from this research can serve as a foundation for the development of more efficient and accurate classification 

systems in the era of big data. Researchers and practitioners may build upon the proposed system’s 

methodologies, explore new combinations of classifiers and sampling techniques, and further optimize data 

processing in various application domains. The research also emphasizes the significance of balancing 

accuracy and computational efficiency, providing valuable insights for future studies aimed at improving the 

scalability and effectiveness of machine learning algorithms. 
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