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 The interdisciplinary research studies of artificial intelligence in health sector 

is bringing drastic life saving changes in the healthcare domain. One such 

aspect is the early disease prediction using machine learning and regression 
algorithms. The purpose of this research is to improve the prediction accuracy 

of Alzheimer ’s disease by analysing the correlation of unexplored Alzheimer 

causing diseases. The work proposes Chi square-lasso ridge linear (Chi-LRL) 

model, a new two-tier feature ranking model which recognizes the 
significance of including diabetes, blood pressure and body mass index as 

potential Alzhiemer predictive parameters. The newly added predictive 

parameters of Alzheimer’s disease were statistically verified along with the 

conventional prediction parameters using chi-square method (Chi) as Tier 1 
and an embedded model of lasso, ridge and linear (LRL) Regression for 

feature ranking as Tier 2. The performance of the proposed Chi-LRL model 

with selected features were then analysed using machine learning algorithms 

for performance analysis. The result shows a noticeable performance by 

selecting eleven significant features and a 4.5% increase in the prediction 

accuracy of Alzheirmer disease. 
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1. INTRODUCTION  

The traditional perspectives of decision making have been reformed with the development of 

prediction algorithms. Present algorithms leverage the analysis methods and escalate the performance by acting 

as a catalyst to the prediction process in every sector. In healthcare, the intervention of artificial intelligence 

(AI) is actually saving millions of lives [1]. The prediction models of AI can be widely used for diseases such 

as Alzheimer’s disease (AD), Bi-Polar disorder and Autism, which cannot be cured but can be treated if 

predicted early. Alzheimer’s disease affects the daily routine of the patients [2] and the affected person even 

struggles to complete the day-to-day activities. An effective treatment in curing AD is early prediction the main 

research gap in predicting Alzheimer disease is to identify the right predictive paramaters and the multi 

collinearity problem among predictive parameters during feature selection process. This research attempts to 

predict the occurrence of AD by understanding its correlation with other health conditions. A possible way for 

this is to consider the diseases that trigger the development of AD. Unfortunately, the existence of diseases or 

symptoms which trigger the condition of AD are available in the electronic health records (EHR) but have not 

been scientifically explored completely yet. Different case studies prove the correlation of high blood sugar 

and AD [3]–[5]. Hence, as a new parameter, blood sugar level is considered as one of the parameters that may 

contribute to an individual being diagnosed with AD in the future. The diabetic parameter that was used in this 
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research work is Glyhb (A1C test) and is available in the EHR [6]. Therefore, diabetes can be used as one 

parameter because any individual with diabetes and A1C test value greater than 10 is highly diabetic and can 

trigger the condition of AD in due course of time [7]. Other new parameters that trigger the condition of 

Alzheirmer’s include blood pressure [8]–[10], body mass index (BMI) [11], [12] and cholesterol [13], [14]. 

From the studies, this research uses diabetes, blood pressure, cholesterol and body mass index as the additional 

predictive parameters of Alzheiemer disease along with the conventional parameters. Before using these 

parameters into prediction directly, a feature ranking of these parameters should be done and understand the 

significance of each parameter. Later, these parameters can be selected based on the ranking and significance 

for the disease prediction. Thus, the objectives of this research study are to identify the new prediction 

parameters that will help in the early prediction of Alzheimer’s, to establish the significance of newly added 

parameters through feature ranking and to analyse the performance of the proposed two-tier model in predicting 

Alzheimer’s with existing methods.  

 The data used in this paper is the open access series of imaging studies (OASIS) longitudinal data 

[15]. As the dataset contains only the conventional parameters for predicting Alzheimers, the new parameters 

were incorporated from Biostatistics program at Vanderbilt [16]. Hence the dataset contains, age, gender, 

education, socio economic status, mini-mental state examination (MMSE) score (range is from 0 [worst] to 30 

[best]), clinical dementia rating (CDR). (0 = no dementia, 0.5 = very mild AD, 1 = mild AD, 2. = moderate 

AD), atlas scaling factor (ASF), normalized whole brain volume (nWBV). Whereas, along with the above-

mentioned parameters, the second dataset contains, Glyhb/A1C test (Diabetic test), body mass index (BMI) 

values, and cholesterol. The process in this research begans with the identification of additional parameters, 

the statistical validation of the process is to prove the significance of the newely added parameters and then an 

ensemble regression model for feature ranking to show how important the newely added parameters. The 

detailed explanation of using Chi-square method and ensemble reression model is explained in the following 

sections. 

 

 

2. METHOD  

The few main challenges of clinical research are, the Extraction and identification of prediction 

parmeters of a disease [17], Multicollinearity between the selected parameters [18], feature ranking and 

prediction accuracy. The proposed Chi-LRL model, tried to address the above-mentioned challenges 

throughout the process of Alzheimer prediction. The identification of significant risk factors of Alzheimer’s 

disease was done using a statistical model and processed the Multocollinearity problem with an ensemble 

regression model. Thus, a two-tier feature ranking model is proposed in this research work. The architecture 

of two-tier approach is shown in Figure 1 and the two Tiers are described as,  

- Tier 1: Chi-square method to identify the significant features. 

- Tier 2: An ensemble regression approach for feature selection and ranking. 
 

 

 
 

Figure 1. Architecture of Chi-LRL two – tier approach 
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Initially, a complete set of 25 Alzheimer prediction parameters were used which leads to the problem 

of dimensionality. In order to avoid that, the most significant features from the total of 25 parameters were 

selected using a two-tier feature ranking model. Tier 1: Chi-Square method will select the subset of features 

and Tier 2: an ensemble regression model is used to identify the most significant prediction parameters and 

rank the parameters accordingly. The chi-square method extracts the first few significant parameters and 

multicollinearity between these parameters are calculated. Then more features are extracted using the 

regression model and the feature rankings are calculated to identify the most significant clinical parameter of 

Alzheimer disease. The Algorithm 1 of the proposed model is shown:  

 

Algorithm 1. Pseudocode of Chi- LRL two-tier model 
1. Input: D: Dataset 

2. F: Set of all features 
3. N: Size of Population 
4. P: Chi-Square Value of each features 
5. n: Number of regression models 
6. χ: Score of each feature using Linear Regression 
7. β: Score of each feature using rank of Ridge Regression  
8. δ: Score of each feature using Lasso Regression 
9. Output: Subset of significant features 
10. Step 1: Read the dataset and extract all the features into F 

11.  for i=1 to F 

12.  Calculate Chi-square value of each feature  

using the following formula and store it in list P. 

13.  𝜒2 = ∑
(𝑂𝑖− 𝐸𝑖)2

𝐸𝑖
 

14.  end for 

15. Step 2: Load the independent Feature Set F 

16. Calculate VIF of each Feature to get the multicollinearity values. 

 𝑉𝐼𝐹𝑖 =  
1

1−𝑅𝑖
2 

17.  

18. Create a list R to store the selected features 

19. Fit the regression algorithms and train the model 

20.  for 1 to F 

21.  Fn = χn+ βn+ δn 

22.  end for 

23. Step 3: Calculate the mean ranks 

24.  for i=1 to F 

25.  
χ +β + δ

3
 

26. Load the mean scores into R and sort it. 

27. Displaying the ranks of each feature in the sorted format based on Ranks.  

28. End 

 

2.1.  Tier 1: Chi- square approach 

The approach starts by calculating the significance of each available parameter using Chi square test. 

The Chi-Square Test assesses associations between categorical variables. Here, a chi-square method is used to 

calculate the values of ‘P’, which explains the significance of each feature corresponds to the target (Alzheimer) 

variable. 
 

𝜒2 = ∑
(𝑂𝑖− 𝐸𝑖)2

𝐸𝑖
  

 

Where, χ2: Chi squared, Oi: Observed value, Ei: Observed value 

- If the P value: 0.05<P<0.10, it is of suggestive significance.  

- If the P value: 0.01<P  0.05, its moderately significant. 

- If P value: P0.01, its strongly significant. The observed value of P is shown in Table 1. 
 

 

Table 1. Statistical analysis of clinical parameters 
Variables Diabetic demented Non-diabetic non-demented Total P value 

CDR 0.59±0.02 0.01±0.00 0.29±0.02 <0.001** 
eTIV 1482.9±12.41 1494.32±13.41 1488.68±9.14 0.533 

nWBV 0.72±0.00 0.74±0.00 0.73±0.00 <0.001** 

ASF 1.20±0.01 1.19±0.01 1.20±0.01 0.645 

Cholesterol 205.82±3.17 211.11±3.36 208.49±2.31 0.253 

Stab.glu 113.56±4.56 105.14±3.60 109.29±2.90 0.147 

HDL (mg/dl) 51.58±1.30 49.57±1.26 50.56±0.90 0.266 

Cholesterol/HDL ratio 4.37±0.11 4.67±0.14 4.52±0.09 0.101 

Glyhb 9.45±0.14 4.77±0.07 7.08±0.15 <0.001** 
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From the Table 1, it is clearly evident that Tier 1 identified only four significant features including the 

newly added Glyhb parameter along with CDR, MMSE and nWBV as the P value is <0.001. Alzheimer’s 

cannot be predicted accurately with only these four parameters. Hence the work needs to identify additional 

significant parameters and rank them. So, in the Tier 2, the selection of more significant parameters and ranking 

is done through an ensemble regression model, which ranks and eliminates the less prominent features.  

 

2.2.  Tier 2: ensemble (LRL) regression method  

Regression analysis is one statistical method used in understanding the relationship between variables 

and can evaluate the importance of each independent parameter on the dependent parameter (Alzheimer) [19]. 

When single regression models are used for feature ranking in Clinical application, because of the correlation 

of clinical parameters and regularization behaviour, the performance of feature ranking was inaccurate. Hence, 

single regression models are not compatible for feature selection in our Prediction model. So, an ensemble 

regression model is used by incorporating the pros of each individual regression models. 

As our clinical parameters are highly correlated, the variance inflation factor (VIF) is calculated to 

check the multicollinearity among the parameters using, 
 

𝑉𝐼𝐹𝑖 =  
1

1−𝑅𝑖
2  

 

VIF can be calculated by dividing one with the tolerance. The tolerance can be calculated by taking subtracting 

the R squared value from 1. The majority of the clinical parameters used in this research is showing 

multicollinearity as shown in Figure 2. From the figure, the multicollinearity among the features such as 

nWBV, ASF, MMSE can be observed with the higher VIF values. If there is multicollinearity between 

independent features in a multiple regression model, it will be difficult to understand the individual impact of 

each variable on the target variable.  
 

 

 
 

Figure 2. Variance inflation factor 
 

 

So, in order to solve the problem of multi collinearity, ridge and lasso regression are used by reducing 

standard errors and shrinking the data to a certain point. In linear regression, prediction error is decomposed 

based on biased and variation, whereas in ridge, multicollinearity is handled through Shrinkage. Ridge is 

incapable of feature selection whereas lasso gives the option of feature selection. Ridge will shrink the value 

coefficients but will never reach zero but lasso can shrink the coefficients to zero. So in case of 

multicollinearity, the lasso will pick only one attribute thereby shrinking all other correlated attributes to zero. 

So the proposed ensemble model is the combination of linear regression, lasso and ridge will be used for 

ranking the features from the dataset. As the behaviour of the dataset is linear, linear regression with recursive 

elimination factor were used, which recursively do the feature selection process until all the significant features 

got selected. Later the shrinkage to zero limitation of lasso will be addressed by combining lasso with Ridge 

and the observed weights will be calculated. The weighted ranks of each feature will be taken and the mean of 

the weights are calculated accordingly.  

The proposed two-tier regression model successfully addresses the problem of dimensionality 

reduction, multi-collinearity and clinical feature ranking by effectively selecting all the prominent Alzhiemer 

predictive parameters. Now, these selected features are used in the random forest prediction model for the 
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performance analysis to prove that these parameters are highly significant and can be used as the prediction 

parameters of Alzheimer disease. The results and the comparative study of the two-tier feature selection model 

and random forest prediction model is discussed in the next section. 

 

 

3. RESULTS AND DISCUSSION  

Hence, through the proposed Chi-LRL two tier model, eleven parameters out of 25 parameters were 

selected whereas the chi square method were able to fetch only four significant features. Later, for selecting all 

the potential Alzheimer predictive parameters, an ensemble regression model, ‘LRL’ were used. Inorder to 

understand the effectiveness of the ensemble model, a performance analysis study on individual regression 

models were done and is plotted in Figures 3-5. The results of the feature ranking with single regression model 

states that most of the potential predictive parameters were ranked zero, implicating the least significance 

towards the target variable. Only 3-4 features will be selected in each Regression models individually. 

Precisely, from Figure 2, linear regression will extract only four features Figure 3 shows that lasso regression 

is selecting only two parameters and similarly Figure 4 shows that ridge is selecting only four parameters.  

As single regression models were not effective enough to fetch all predictive parameters, an ensemble 

regression model is used for feature ranking and all the eleven significant predictive parameters of Alzheimer’s. 

The results obtained can be seen in Figure 6 and the features extracted were, M/F, Age, MMSE, CDR, eTIV, 

nWBV, ASF, cholesterol, HDL, glyhb and BMI. Compared to single regression models represented in  

Figures 2-4, when an ensemble method is used, every feature will be ranked effectively and these ranks can be 

used as weights for further disease prediction models. A comparative analysis was done to understand the 

performance of the ensemble approach in the conventional dataset the result obtained is shown in Figure 6. By 

analysing Figures 6 and 7, it is very clear and transparent that the newly added features like glyhb, cholesterol 

and BMI is also ranked and weighted along with other conventional parameters. 

 

 

 
 

Figure 3. Feature ranking through linear regression 

 

 

 
 

Figure 4. Feature ranking through lasso regression 
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Figure 5. Feature ranking through ridge regression 

 

 

  
  

Figure 6. Feature ranking with hybrid regression 

analysis on conventional dataset 

Figure 7. Feature ranking with hybrid regression 

analysis on dataset with additional parameters 

 

 

Table 2 gives the comparative analysis on different feature selection methods and the number of features 

extracted. The dataset used in all these feature selection methods are the OASIS dataset with 15 features and 

almost all the methods extracted common 5 features, MMSE, CDR. nWBV, eTIV and ASF. Also, our Chi-LRL 

two tier selection model outperforms majority of the existing methods by identifying a greater number of 

significant features like glyhb, hdl and cholesterol which had not been identified and utilized in the existing 

models. Hence, our model gave an adaptable performance by extracting 11 features through a two-tier model by 

addressing the complexities of multicollinearity. Later, a comparative study is being done using random forest 

classifier for the Alzheimer prediction on the conventional parameters and with the conventional and newly added 

parameter. The performance metrics observed were accuracy, recall and AUC score. 

 

 

Table 2. Comparative analysis on feature extraction 
Reference Feature selection method Features extracted 

An improved multi-modal based machine learning approach 

for the prognosis of Alzheimer’s disease [20] 

Chi-squared statistical test, feature 

importance and correlation matrix  

M/F, Age, EDUC, SES, 

MMSE, eTIV, nWBV, and 

ASF 

Prediction of Alzheimer’s disease (AD) using machine 

learning techniques with boruta algorithm as feature 

selection method [21] 

Boruta algorithm with random 

forest grid search cross validation 

MMSE, CDR, eTIV, nWBV 

and ASF 

 

Early-Stage Alzheimer's disease prediction using machine 

learning models [22] 

Correlation coefficient, 

Information gain, and Chi-Square 

M/F, Age, EDUC, SES, 

MMSE, eTIV, nWBV, ASF, 

CDR 

Dementia prediction on OASIS dataset using supervised and 

ensemble learning techniques [23] 

Heat map and multi-collinearity Gender, Age, EDUC, 

MMSE, CDR. nWBV, eTIV 
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From the observed results, it is clearly evident that the accuracy of the dataset with additional 

parameters outperforms the conventional dataset by 3%. The addition of new parameters directly helps in the 

better prediction of Alzheimer disease. The results obtained are shown in Figure 8. So, the accuracy 

performance is undoubtedly increased when more predictive parameters were added for the Alzheimer 

prediction. So, a comparative study has been done on Machine learning as well as deep learning models.  

Table 3 and Figure 9, shows the comparative analysis of the prediction models on two different datasets, OASIS 

and ADNI. The highest accuracy observed in OASIS dataset is 92% and received a 6% increase in the accuracy 

when used new Prediction parameters in the same dataset. The ADNI dataset gave 93% accuracy with 

Convolutional neural networks. Hence, can say the addition of new prediction parameters and usage of right 

significant features can increase the performance of every prediction model.  

 

 

 
 

Figure 8. Performance metrics 

 

 

 
 

Figure 9. Performance analysis with other existing methods 

 

 

Table 3. Comparative analysis of accuracy metric 
Reference Dataset Methods Accuracy 

Kavitha et.al. [22] OASIS dataset Machine learning models 83% 

Vinayak et.al. [23] OASIS dataset Machine learning on MRI images 97.8 

Basheer et. al. [24] OASIS dataset Deep neural networks 92% 

Saratxaga et al. [25] OASIS dataset Deep learning and image processing technique 88% 

Helaly et al. [26] ADNI dataset Convolutional neural networks 93%  

Prajapati et al. [27] ADNI dataset Deep neural network binary classifier 85% 

Martinez et al. [28] ADNI dataset Deep learning using convolutional auto encoders 80% 

Sudharsan and Thailambal [29] ADNI dataset Machine learning models 75% 

Maju and Prakasi [30] OASIS dataset Machine learning models 98% 
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While comparing the proposed Chi-LRL model with the existing models, the proposed model 

outperforms mainly in three research gaps, identification of a new prediction parameter and proving its 

significance through our feature selection model, considering the multi collinearity aspect in the feature 

selection and the increase in the accuracy of Alzheimer prediction with the addition of new parameters and 

usage of the right features. Hence, the performance of the proposed model is addressing solutions for the 

existing research gaps in feature engineering and disease prediction. 

 

 

4. CONCLUSION  

The proposed model identified new predictive parameters like, cholesterol, HDL, glyhb and BMI from 

the EHR for the better prediction of Alzheimer disease. In addition, the proposed ensemble model outperformed 

the single regression models by ranking the following parameters M/F, age, MMSE, CDR, eTIV, nWBV, ASF, 

cholesterol, HDL, glyhb and BMI as significant predictive parameters of Alzheimer disease. Thus, the 

performance of the chi-LRL model increased by 4.5% in prediction accuracy, as self explanatory for the 

utilization of adding more features for disease prediction. The graphical visualizations given in this research 

paper gives a clarity of using ensemble and hybrid models over Single individual models. Hence, the proposed 

Chi-LRL model, addresses the above-mentioned challenges throughout the process of Alzheimer prediction. 

When other related papers fail to incorporate newly added parameters. Thus, the proposed Chi-LRL model 

successfully used the parameters and observed better accuracy. The scope of the research work can be improved 

by identifying more significant features directly from electronic health records using named entity recognition 

of natural language processing for better decision making. 
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