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 Abstract 
With the development of computer technology and artificial intelligence, the research into 

examination paper composition receives more and more concern, and the artificial composition of 
examination paper based on the genetic algorithm gradually demonstrates its superiority. However, due to 
the complexity of the restraints of paper composition, it has many shortcomings. This paper focuses on the 
application of the genetic algorithm in paper composition, and proposes an improved tactic of arithmetic 
crossing, which enlarges the searching space of algorithm to a considerable extent, avoiding the defects of 
the slow convergence of the simple genetic algorithm and regional convergence so that the efficiency and 
quality of paper composition are raised.  
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1. Research Background 

With the development of computer technology in every fields, as a new subject, the 
intelligent computer aided instruction (ICAI), which unites computer science, education, 
mathematics and other discipline in itself, receives more and more concern, while intelligent 
examination paper composition is an important part of the ICAI, therefore it has a significant 
research value. The intelligent examination paper composition is a question of optimization of 
multi-object parameters under certain restraints, whose efficiency and quality are wholly 
determined by the design of the test paper base and its question-drawing algorithm. The genetic 
algorithm has the advantages of simplicity, strong robustness and overall optimum-seeking, and 
applies to the question of multi-object solution. All these qualities determine that the genetic 
algorithm is very adaptable to solving problems in paper composition. However, the present 
genetic algorithm cannot deal with the problem of restrictive contradiction between the speed of 
convergence and the capacity of searching. The present research of the genetic algorithm aims 
at improving the genetic mechanism of algorithm, for example, revision of the genetic operators 
of the algorithm.  

 
 

2. Intelligent Paper Composition 
2.1. Examination Question Attributes 

The composition of a paper involves many factors, and there are 6 common attributes 
that are related to paper composition shown in the following:   
1) Question number  

The unique code of question in the question base.  
2) Type of question  
According to content, there are usually multi-choice questions, blank filling-out questions, true-

or-false questions, calculation questions and application questions, etc.  
3) Score  

Score of each question.  
4) Coefficient of difficulty 

Represent the index of difficulty of examination question.  
5) Differentiation 
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The paper with high differentiation can discriminate the tested of different levels effectively. 
There are many calculations of differentiation, of which the common one is the analysis of 
grouping high scores and low scores.  

6) Knowledge spots belonging to 
In order to be adapted to different textbooks, the content of a certain course can be divided 
into different knowledge testing spots according to the curriculum.  

 
2.2. Model of Intelligent Paper Composition 

The composition of paper usually takes many restraints into account, but too many 
restraints will add to the difficulty of composition. For that reason, this paper selects some core 
attributes as the restraints for paper composition (score, difficulty, differentiation, and knowledge 
spot). In this case, if we want to compose a paper containing m questions, an object-status 
matrix of m×4 should be set up:  
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This is a solution of question of object-status matrix, and the object-status is not unique. 

Each column represents an attribute, needing to satisfy four restraints:  
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In which the coverage of knowledge spots of paper refers to the proportion of the sum 
of knowledge spots in a paper to the total knowledge spots, while the total knowledge spots is 
given by the subscriber in advance.  
 
 
3. Application of the Improved Genetic Algorithmin Intelligent Paper Composition 
3.1. Coding of Chromosome and Genus Group Initialization 

This paper adopts the tactic of sectional real number coding [1]. Sectional real number 
coding is to project a paper as a chromosome, with its gene value represented by its question 
number. The variables represented in this method are simple in operation, clear in meaning, 
unnecessary to be decoded, which can effectively improve the complexity of the genetic 
algorithm. In order to keep the question amount of each type of question in the genetic 
operation unchanged, we can divide the whole questions in the question base into different sub-
blocks according to types of question, each sub-block corresponding to a type of question, and 
every type of question being independent from each other. Likewise, each chromosome is 
divided into different sub-blocks according to types of question.  

Complete adoption of random can reduce the speed of constringency, so this paper will 
produce initial genus groups according to certain restraints, that is: the initial genus groups are 
produced according to the five restraints of type of question, amount of question, whether 
containing repeated question, the differential between the requirement of difficulty from the 
subscriber and the difficulty of the produced paper, the size of initial genus groups.  
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3.2. Function of Adaptation 

By the analysis of the paper composition model, this paper sets the adaptation function 
as shown in formula (1):  
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                                                      (1) 

  
In formula (1), F(x) stands for the function of adaptation, W(i) is the weight put on the i 

restraint in paper composition. The more important the restraint is, the bigger the value of 

weight will be.  Fi(x) is the i restraint, satisfying 


3

1i
iW
=1. Specifically, F1(x) stands for the 

difficulty function, F2(x) stands for differentiation function, and F3(x) stands for the function of 
coverage of knowledge spots. In which:  
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In formula (2), the average difficulty = 
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In formula (3), m stands for the total number of questions in a paper, ai1 score of each 

question, while ai3 differentiation of each question.  
 

)(3 xF =
edgeSpotsTotalKnowl
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                                     (4) 

 
In this paper, the increase of the difficulty function, differentiation function, knowledge 

spot coverage function of examination papers is favourable to the increase of F(x), the bigger 
F(x) is, the property of chromosome will be better, and the more suitable it will be to paper 
composition.  

 
3.3. Genetic operator 
3.3.1. Selection of Operators 

This paper adopts the method of roulette selection[2], the probability of each individule’s 
being chosen is directly proportional to its adaptation, whose operation is as follows:  

a. Calculate the adaptation value of each individual in the genus group F(i) , 1i
,2,…,M, M is the size of the initial genus group;  

b. Calculate the probability of each individual’s being copied to the next generation, 
and express it as the formula:  
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c. Calculate the accumulated probability of each roulette’s interval, and express it as 

the  formula:  )1('),(' jPjP ，in which, )1()1(' PP  ,when 2j , )1(')()('  jPjPjP

，  Mj ,2 ; 

d. in the interval of [0,1] there will be a random number r;  
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e. If r< )1('P , select the individual 1; otherwise, if )(' jP < r < )1(' jP  holds, select 
the individual j+1;  

f. Repeat the steps d, e, for the required times.  
 
3.3.2. Cross Operator 

This paper advances a kind of improved cross operator after summarizing the strong 
points and weak points of every kind of cross operators [5, 8]. Suppose any parental individuals 
are:  

 
)(tx ={ )(1 tx , )(2 tx ,…, )(txi ,…, )(txm }               

)(ty ={ )(1 ty , )(2 ty ,…, )(tyi ,…, )(tym }               

                                                       
The filial individuals after crossing are: 
  

)1( tx ={ )1(1 tx , )1(2 tx ,…, )1( txi ,…, )1( txm }                                             (6) 

 
)1( ty ={ )1(1 ty , )1(2 ty ,…, )1( txi  ,…, )1( tym }                          (7) 

 

The equations for the i  dimension of the two filial operators in the improved cross 
operators:  

 
)1( txi = )(taxi + )()1( tya i                                                   (8) 

 
)1( tyi = )(taxi - )()1( tya i                                                  (9) 

 

In which, 
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 , and the adaptation value F(x) of the individual x(t) is bigger 

that the adaptation value F(y) of y(t), that is to say, the individual x(t) is better.  
In the improved cross operators, the individuals produced in the formula (8) can not 

exceed the interval of parental individuals. When the individuals in the formula (9) exceeds the 
fixed range, a examination question can be generated randomly in its corresponding type of 
question, which can not only satisfy the reasonable requirement of the individual, but also 
ensure the searching ranges between the superior individuals, raising greatly the speed of the 
algorithm solution and avoiding the “prematurity” [12] of most individual’s tending to be 
uniformity.  

 
3.3.3. Variant Operators 

The variant operation in this paper is to randomly change certain question number in a 
paper with a very little probability, and adopts the method of variation in the same section of 
type of question, whose solution is as follows:  

1) Suppose the probability of self-adaptation variation is pm;  
2) Results in random probability p;  
3) If p<pm, then execute the variant operation, otherwise not execute the operation.In 

the execution of the operation, a random number will be generated, representing 
the position of individual’s variation, and then a question number will be generated 
randomly in each type of question, to replace the question number of the former 
individual’s variant position with it;  

4)  if the generated question number is the repetition of the existing question number 
of the individual, then it will generate a random number again, until there is no 
repetition of question number in each section of type of question.  

 
3.4. Optimal Saving Tactics 

When the adaptation of individual [6, 7] is too big, it will spoil the optimization of 
solution. With regards to this question, this paper adopts the optimal saving tactics [3] to save 
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the optimum individual. The method is as follows: first calculate the maximum and minimum 
adaptation values of the former and new generation of genus group [15]. If the adaptation of the 
new generation is smaller than the former generation, then we will use the individuals of the 
former generation with the maximum adaptation to substitute for the individuals of the new 
generation with minimum adaptation. The adoption of the optimal saving tactics enables the 
present optimal individuals not to be damaged due to the execution of crossing and variant 
operation, which is an important safeguard for the improvement of convergence of self-
adaptation heredity algorithm [9, 10].  

 
3.5. Setting of Controlling Parameters 
3.5.1. Scale of Genus Groups 

According to the specific research findings, this paper set the value M at 100, that is, at 
the initialization of genus groups, 100 papers will be selected from the question base according 
to the question selection function.  

 
3.5.2. Self-adaptation Crossing and Variant Probability 

The fixed crossing probability has its defects [11]. At the early stage of evolution, cross 
operation can increase the variety of genus groups, and strengthen the searching capacity, but 
at the later period of evolution, it will unfortunately spoil the individual mode of the approaching 
optimum [13, 14] . As for this, this paper adopts self-adaptation cross probability. According to 
the characteristics of the heredity algorithm and observation of many time’s experiment data, 
this paper design the following self-adaptation cross probability: if the adaptation of individuals 
is bigger or equal to the average adaptation of the parental individuals that involves in cross 
operation, then let the self-adaptation cross probability Pc=0.7*[F(x)max-F(i)], otherwise Pc=0.9. In 
which, F(x)max represents the maximum adaptation of individuals of parental generation that 
involves in cross operation,  F(i) stands for the adaptation of the i individual that involves in 
cross operation.  

Likewise, the fixed variant probability also has its shortcomings. In the early stage of 
evolution, the adaptation of individual is not high, and variation can make it more likely for genus 
groups to generate superior individuals. But at the later period of evolution, it will damage some 
superior individual solutions. Therefore, the variant probability adopted in this paper is also self-
adaptation probability.  

The self-adaptation variant probability is designed as follows: when the adaptation of 
the individual that executes variant operation is bigger or equal to the average adaptation of all 
variant individuals, let Pm=0.2*[F2(x)max-F2(i)], otherwise Pm =0.2. in which, F2(x)max stands for 
the maximum adaptation of the individual in the former variant filial generation, F2(i) stands for 

the adaptation of the individual of the i  filial generation before variation. The adaptation of 
individual will be determined by the adaptation of individual, which can well cure the defects of 
the fixed probability value.  

 
3.5.3. Iterative Termination Conditions 

This paper adopts cyclical fixed times as the condition of termination of algorithm, 
setting the maximum iterative times for 200, and attaches an extra condition, requiring the 
optimum adaptation of individual to reach a certain fixed value that is determined by the 
adaptation function according the question attribute, which is a functional value of larger 
adaptation. And what’s more, this value can be adjusted according to the practical requirements 
in paper composition.  

 
3.6. Process of Algorithm Realization 

Process of algorithm is shown as Figure 1:  
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Figure 1. Flow Chart of the Improved Heredity Algorithm 
 

3.7. Experiment Results and Analysis 
The improved genetic algorithm has been realized in the simulated paper composition 

system. The paper composition system is developed in the .NET environment, with the 
background language of C#, and database SQL Serve 2000.  

Some people in Anhui University proposes a paper composition algorithm of adopting 
grouped real number coding, roulette selection, sectional single-cross operators, sectional 
single variant operators, self-adaptation probability and optimal saving tactics [4]. In order to 
verify the superiority of the improved genetic algorithm in this paper, we have the two methods 
compared with each other. Table 1 is the comparison after ten time’s operations of the two 
algorithms.     

 
 

Table 1. Comparison of Paper Composition Algorithms 

Algorithm 
Average iterative 

 times 
Time of paper composition（s） Average optimal adaptation 

Compared algorithm 37.5 10.40 2.231 
Improved algorithm in the paper 12.5 9.6747 2.246 
 
 

From Table 1 we can see that the application of the improved genetic algorithm in paper 
composition improves the average iterative times, as well as the average time of paper 
composition and the average optimal adaptation. This is because the improved arithmetic 
crossing adopts the omnidirectional cross tactics, which enables the generated filial individuals 
to surround the superior ones and increase the searching space, which makes the searching 
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adjust itself to the direction of the most likely optimum solutions, to the advantage of the 
evolution of genus groups, so that the best solution can easily be found, curing the defects of 
the narrow range of single-point cross and disadvantage of production of superior individuals. 

 
 

4．Conclusion 
This paper discusses the application of the genetic algorithm in the intelligent paper 

composition, improving the cross tactics of the algorithm. The improved cross tactics of 
algorithm greatly increases the searching space and ensures the variety of genus groups, 
making it easy for the algorithm to find solutions and raising the quality of the papers. It proves 
to be an effective method of paper composition.   
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