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 Sentiment analysis is a tool to identify and measure the emotion in a piece of 

text. Negation handling is an important aspect of natural language processing 

(NLP) for Twitter data. It is a process of correctly interpreting the sentences 

containing negation words, such as, "never", "no", "neither" and so on. 

Negation words are used in machine learning to express negative sentiment or 

indicate the absence of something. In this article, a negation handling 

technique using deep learning models. Artificial neural networks (ANNs) and 

convolutional neural networks (CNNs) for classification is proposed.  

The system is evaluated on SemEval-2017 dataset. The classification 

performance is improved by using ANN and CNN on the negative tweets.  

The study aims to improve the classification accuracy by considering negation 

words in the text. The paper compares the performance of ANNs and CNNs 

in handling negation words and evaluates them on the tweets data. This study 

provides insights into the effectiveness of using deep learning techniques for 

negation handling in sentiment analysis and highlights the importance of 

considering negation words in the text for improved sentiment analysis 

performance. The proposed negation strategy attains a superior performance 

accuracy over machine learning models by preventing misclassified tweets. 
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1. INTRODUCTION 

Sentiment analysis also known as opinion mining, is a type of natural language processing (NLP) 

technique that involves identifying and extracting subjective information from textual data. Negation handling 

is the ability of NLP system to interpret the negation terms "no", "not", "bad", "shouldn't", and "nothing" in 

text. Morphological and syntactic are different forms. These words changes the meaning of the sentence 

completely. Due to the rapid growth of internet the use of social media has increased. Large amount of data in 

the form of blogs, comments and reviews, posts and tweets have been generated. Thus, to analyze this data 

sentiment analysis is necessary. Negation scope is always limited to the next word after negation or upto few 

other words. It can be performed as a process of preprocessing or in the classifier model using WordNet which 

contains synonyms and antonyms for a number of english words [1], [2]. Extraction of negation features is a 

difficult task in sentiment analysis. Negation pattern identification and scope detection is done using rule-based 

method [3]–[5]. Even after performing pre-processing, negation handling lacks in achieving good accuracy. It 

is resolved using different pre-processing techniques [6]–[8]. 

Negation is handled using long short-term memory (LSTM) model and it automatically learns 

negation features from labeled training data. The scope and cue to determine polarity shift in a negated sentence 

is identified. ConanDoyle, a pre-annotated dataset with negation information is used [9], [10]. The negations 
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are based on linguistic features such as conjunctions, punctuations in the sentence and part of speech (POS) of 

negation [11]. The scope of negation is identified by the fixed number of words after negation. The polarities 

of such words are inverted. In syntactic negation, negative words or constructors are used in a sentence to 

express negation of a whole sentence. On other hand, diminishers (reducers) diminish the polarities of other 

words which they effect instead of inverting the polarity completely [12]. Machine learning techniques, such 

as deep learning models are used to handle negation in large annotated data to improve the accuracy [13]–[15]. 

These models identify the scope and negation cues automatically and handle complex negation structures 

efficiently. The opinion word from text is extracted and then their antonyms and synonyms are obtained from 

the dictionaries like SentiWordNet, and WordNet. The latter finds the opinion word in a context specific 

orientation. This method has a list of words, and finds other words in a huge corpus. Negation is analyzed on 

eight prominent corpus ranging six different natural language understanding tasks [16]–[18]. This has few 

negations which are not important to English language, and right predictions can be made by omitting such 

words or phrases. The main contributions are: 

- A sentiment analysis system is presented with improvised negation handling methods to classify the tweets.  

- Feature extraction and classification is performed on the input data to generate different sets of features and 

classify the data into positive and negative labels. 

- The performance of the classifiers is improved by using efficient negation handling rules. 

- Analysis of deep learning models to learn which performs better on which features and comparison with 

machine learning methods. 

- Negation handling algorithm for handling tweets with negation occurrence on Twitter dataset.  

A negation handling method using artificial neural network (ANN) and convolutional neural network (CNN) 

is used solve the problem and achieve a better accuracy. Data cleaning is done and synsets are used to find the 

word similarity. Similarity score is calculated. 

The rest of the paper is organized as follows: section 2 describes the proposed method. The 

construction of neural network model is explained in section 3. Section 4 presents our experimental results and 

necessary analysis. Finally, we conclude the paper in section 5. 

 

 

2. METHOD 

In this section improved negation handling for Twitter sentiment analysis is presented. It is a major 

research area to improve the classification performance. The dataset is distributed and labeled with positive, 

negative and neutral tag. Next, the system works on many different tasks namely, pre-processing, 

normalization, classification and finally evaluation. Figure 1 shows the workflow of the sentiment detection 

model. 

 

2.1.  Pre-processing 

Various pre-processing steps are carried over to clean the dataset. POS tagging is performed using 

Twitter specific tagger and adjectives, adverb, nouns are used as keywords for negation. Entities such as 

punctuations, URL's, and hashtags are removed. A composition of POS and tweet tokens are obtained in a 

sentence after tokenization and passed as input. This is to divide the text into unigrams, bigrams and n-grams. 

Normalization is done to convert out-of-vocabulary words to their canonical form and stemming and 

lemmatization is also performed to convert the words to their root form. The source is converted into lowercase. 

Stop word and noise removal are some of the common steps in pre-processing. Punctuations, white space 

removal, hashtags and URL's are removed from tweets. Duplicate characters are removed from the dataset. 

Example: asiiiiikkkkkkk into asik. 

 

2.2.  Feature engineering for deep neural networks 

All the words from the training data are extracted in the previous stages. In this phase, morphological, 

negation, POS and lexicon features are extracted from tweets. A standard approach is used to experiment on 

each module. Word patterns and combination of morphemes are formed. The features extracted are: count of 

capitalized words, presence of duplicate characters in words, exclamation, punctuation and question marks, 

existence of subjective emoticons, existence of prefixes, suffixes and URL's and existence of question marks 

at the end of the sentence. Slang is not considered in negation handling as it detects sarcasm. 

Sentiment-140 has tweets in English that automatically classifies the sentiment of particular product, 

topic or brand. It is used to extract the lexicon features. Based on the polarity the emotion in the text is 

determined. The tokens with non-zero sentiment score, the number of sentiment scores and maximum of score 

are generated. The features for all these tokens are obtained, positive tokens whose score is greater than zero, 

negative token score with '-ve' value and then unigrams and bigrams.  
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The negation extracted features are combined in column and the final vector is obtained. It is used to 

train the classifier and based on correlation a subset of features is selected using the filtering approach. Feature 

optimization is done using feature extraction technique. 

 

 

 
 

Figure 1. Workflow of the Twitter sentiment detection model 

 

 

2.3.  Negation handling 

Because negation terms thoroughly alter the polarity of a sentence, handling negation is an important 

NLP application. It is a two-class classification problem where the objects are labeled as either positive or 

negative. When the object’s containing negation is present, their meaning is reversed. An example of negation 

in text classification is represented in Table 1. The word to be negated is easily recognized in this example: the 

negative word "not" before the term "good" in the second sentence shows negation of positive term. This leads 

to negative/reversed classification where the predicted class of a sentence is flipped. 

 

 

Table 1. Example of negation in text data determining whether the sentence is positive or negative 
Sentence Classification label 

”It was a good movie” Positive 
”It was not a good movie” Negative 
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2.3.1. Synset 

It is a central part of WordNet (lexical database), also a part of natural language toolkit (NLTK) 

Python library used for English language. A collection of words is grouped together based on their meaning. 

Synsets can be used to identify negations in text and find the antonyms for the negation word. Instead of training 

complex models or applying word embeddings, that takes much longer processing time and power to identify 

the relation between different words, synset is a simple approach. 

For the word next to negation term ("non-", "no", "never", and "un-"), a collection of subjective 

synonyms are generated. These synsets are semantically and lexically interlinked to each other in the WordNet 

lexical database by means of conceptual-semantic and lexical relations. Once the synsets are created, it checks 

for corresponding antonyms in the corpus. If 'not' is present, it is left as it is as there is no opposite entity. If 

present, a list of antonyms is created and dissimilarity co-efficient is found. It is shown in (1). 

 

𝐷𝑆 =  (1 −  𝑤1. 𝑤𝑢𝑝_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑤2))  (1) 

 

where, DS-dissimilarity, and w1, w2-dissimilar words. 

The wup_similarity method stands for Wu-Palmer similarity. It is a scoring method which is 

calculated based on the depths of two different synsets in the WordNet dictionary. It depends on how similar 

are the word senses and where the synsets are placed in the hypernym tree. It also considers the depth of least 

common subsume (LCS). The equation for Wu_Palmer is shown in (2). 

 

𝑊𝑢_𝑃𝑎𝑙𝑚𝑒𝑟 = 2 ×
𝑑𝑒𝑝𝑡ℎ(𝑙𝑐𝑠(𝑠𝑦𝑛1,𝑠𝑦𝑛2))

𝑑𝑒𝑝𝑡ℎ(𝑠𝑦𝑛1)+𝑑𝑒𝑝𝑡ℎ(𝑠𝑦𝑛2)
 (2) 

 

The similarity score cannot be zero as the depth of LCS is never zero, it can be 0<score<=1. Antonym 

with highest similarity is identified and substituted to the word followed by negation. Then, a sentence with 

inverted polarity is obtained after eliminating the negation word. By substituting antonym with maximum 

similarity, maximum polarity inversion is ensured. It prevents tshe words by being replaced with 

indirect/irrelevant antonyms. Algorithm 1 depicts the process of how synsets are used to handle negation on 

text data. 

Tokenization is done to break the sentence into groups of words. The tokenization is divided into 

unigram, and bigrams. In this study unigram and bigram tokenization process is tested to obtain the most 

accurate SA process. It matches any word character in the document. 

 

Algorithm 1. Synsets to find word similarity using syn onyms and antonyms 
 

Input: Tokenized sentence (a set of word tokens) 

Output: Tokenized sentence after negation handled (a            list of words) by 

replacing with antonym 

1. Initialize temp to integer value 0 

2. BEGIN: 

3.   for sentence[i] within the dataset do 

4.      if sentence[i-1] is a negation word ’not’ or ”n’t” 

5.         create empty list of antonyms 

6.   for sentence[i] in the WordNet do 

7.      return an array of synsets for sentence[i] 

       w1 = syns[0].name() used to access one of the word elements 

8.   for l in syn.lemmas() do 

9.      if l.antonyms() 

10.         all the antonym names are obtained and appended to  the list antonmys = [] 

11. Initialize max_dissimilarity = 0 
12.   for ant in antonyms do 

13.      syns = wordnet.synsets(ant) 
14.      w2 = syns[0].name first antonym of current word 

15.      syns = wordnet.synsets(sentence[i]) 
16.      w1 = syns[0].name() the current word itself 

17.      if wup_ similarity() is an integer or float value 

        temp= 1-word1.wup_similarity(word2) 

18.     if temp > max_ disimilarity 
19.          assign the antonym with highest similarity score to current word 

20.  while sentence still contains ’not’ or ”n’t” do 

21.     remove using sentence.remove() 

22.         return sentence after replacing with antonym 

23. END 

 

2.4.  Training and classification 

In the proposed system we have used CNN and ANN to classify the sentiments in both training and 

testing phase. The data is divided into 80-20 or 90-10 train and test percent ratio and evaluated using different 
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metrics. In this phase, classification is performed on neural network classifiers. CNN and ANN are trained on 

the feature vectors generated in the previous step. The parameters are tuned on both the models with learning 

rate of 0.0002 and beta value of 0.9. This improves the accuracy of the proposed system. Deep-learning 

classifiers take less time to train compared to machine learning methods.  

Label encoding is done to convert categorical variables, such as characters or strings into numerical 

form that can be used in machine learning algorithms. In this process, each unique category is assigned a unique 

integer value. For example, if we have a categorical feature like "color" with three possible values: "orange", 

"white", and "green", we can assign them integer values like 1, 2, and 4 respectively. However, it is important 

to note that label encoding can introduce an arbitrary order to categorical variables, which may not always be 

appropriate, and can lead to suboptimal model performance. 

In the context of a Twitter dataset, the TF-IDF vectorizer can be used to convert the text of the tweets 

into numerical representations. This allows the machine learning methods to process the textual content, as 

they can only understand numerical inputs. It first computes the term frequency (TF), which is occurrence 

count of a word in a document divided by the total number of words. The inverse document frequency (IDF) 

is then calculated using log function. It is the ratio of total documents to number of documents containing a 

given term. The TF-IDF score for a word in a document is formulated as: 

 

𝑇𝐹 − 𝐼𝐷𝐹(𝑤, 𝑐, 𝑀) = 1 + log 𝑓𝑤,𝑀  × log
|𝑀|

𝑐∈𝑀:𝑤∈𝑀
  (3) 

 

where, 

𝑓𝑤, 𝑀-number of occurrences of word ’w’ in document ’M’ 

|𝑀|-total number of documents in the corpus 

(𝑐 ∈  𝑀 ∶  𝑤 ∈  𝑀)-number of documents in the dictionary, which has word ’w’. 

The TF-IDF vectorizer takes tweets as input from a set of documents and returns a matrix of term 

frequency-inverse document frequency (TF-IDF) scores. Each row in this matrix represents a document and 

column shows a word. Machine learning algorithms use this matrix as input to represent text data in numerical 

form. 

 

 

3. NEURAL NETWORK MODEL CONSTRUCTION 

3.1.  Convolutional neural networks 

This model converts the data into tokens and performs encoding. The first layer in the network is 

embedding. By using to_categorical() method from the keras API, integer data can be encoded to binary vector 

form. As all the values of the class labels are represented, the to_categorical() function is used directly. Next, 

padding is performed to ensure that all sequences in the list are of same length. It is done using pad_sequence() 

by default, zero is added in the beginning until each sequence has the same length as the longest one. Padding 

in our work is done at the end of the sequence as the argument is set to 'post'. The input is a list of integers 

obtained from one_hot encode and the maximum text sequence length. Binary classification is performed using 

padded sequences as input in the neural network.  

Embedding is the first hidden layer added to the model to represent input text data as dense vectors of 

fixed size, and these vectors are further processed by rest of the neural network. The idea is to learn a continuous 

representation for every word in the vocabulary, where similar words have same representations. Words such 

as "excellent" and "amazing" have positive sentiment and the vectors representing these words in embedding 

layer should be close together so the phrases such as "excellent job" and "amazing job" has similar score.  

A 1D convolution layer with 64 filters and size of the convolutional kernel (stride) is 2 is added. 

Kernel size is used to slide over the input and compute dot products between the weights and the input. 

Rectified linear unit (ReLu) activation function is passed in all the CNN layers to provide a non-linear 

relationship for the output. Padding specifies whether to add padding to the input in order to control the spatial 

size of the output. In this case, "same" padding is used, which means that zero padding is added to the input 

such that the output has the same spatial size as the input. 

Pooling layer reduces the dimensional complexity and still maintains the convolution information. It 

combines the vectors from the convolution into single dimensional vector. Max pooling is used in our model 

to represent most relevant features in the sentence and also help reduce overfitting. A pool size of 2×2 is 

selected to reduce the dimension of feature map and then the result is flattened and forwarded to the fully-

connected layer for classification. Two fully-connected layers with 1,024 and 512 neurons and ReLu activation 

function is used to improve the network performance. All of the neurons in the flattening layer are fully 

connected to every neuron in this layer. 
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3.2.  Artificial neural networks 

The basic ANN architecture classify the input data, process it in hidden layers and produce output 

results. The weights are calculated and distributed amongst the layers. Each layer has multiple nodes and 

number of nodes are connected to the features in the data. Every layer has separate weights assigned to them, 

and it is combined with the input features and moves forward to the next layer. By back-propagating the 

predicted error to the layers before it, optimized weight values for each layer is attained by ANN. It is intended 

to improve the model's accuracy and reduce error so that optimal results are achieved. 

A linear stack of layers is defined using the sequential class from Keras API. The architecture contains 

3 dense layers defined with 1,024, 512 and 256 as dimensionality of output vectors and ReLu activation 

function for first three layers. The dense layer is created as the first layer in the network with input_dim features. 

Input to the model is the number of features extracted during training. Before training the model, the learning 

process is configured. This is done using compile() method with loss calculated using categorical cross entropy 

function, where the targets are one-hot encoder and Adam optimizer, which stands for adaptive moment 

estimation as arguments. beta1 and beta2 are the two exponential decay rates for the first and second moments 

(mean and variance) in the Adam optimizer, respectively. These parameters control the rate at which the 

moving averages of the gradient and squared gradient are updated. Once the model has been compiled, it is 

ready to be trained. The parameter settings in both the neural network model is presented in Table 2. 

 

 

Table 2. Model parameter comparison 
Layers CNN Layers ANN Activation function 

Parameters Size  Parameters Size  

Convolution 1D 64 2 Dense 1,024 2 ReLu 

Pooling 1D Max-pool 2×2 Dense 512 2 ReLu 
Flatten   Dense 256 2 ReLu 

Dense 1,024 neurons     ReLu 

Dense 512 neurons     ReLu 
Dense 2 neurons  Dense 2 neurons  Softmax 

 

 

4. RESULT AND ANALYSIS 
This section presents information on results and analysis conducted to determine the efficacy of our 

system. The proposed algorithm is implemented in Python 3.11 using jupyter notebook IDE. Keras with 

tensorflow is used to implement the deep learning models with fine-grained analysis at each step. 

 

4.1.  Corpus description 

In this work, SemEval-2017 Task 4 Twitter dataset is used for evaluation of sentiment detection. For 

comparison we work on SemEval-2013 Task 2 Twitter data and show that our system outperforms the machine 

learning classifiers. SemEval-2017 is publicly available corpus with message-level polarity classification with 

both training and testing data. The dataset contains 49,496 tweets with positive, negative and neutral labelled 

sentences. The corpus is imbalanced with more number of neutral tweets. Figure 2 clearly shows the number 

of positive, negative and neutral tweets in the SemEval-2017 dataset. 

 

4.2.  Experiments 

To demonstrate the effectiveness of the proposed method, we compare it with baseline machine 

learning methods for text sentiment classification [19]. Experiment was conducted on CNN and ANN models 

with maximum features of 20,001, one hot encoding for words and embedded vector of size 64 dimensions. 

According to the results we can conclude that CNN classifies the sentiment in twitter data better than the other 

models by first handling negation. In this work, the number of epochs is fixed to 50 and batch size 100. In 

ANN, the learning rate is set to 0.0002, and beta1 and beta2 are set to 0.9 and 0.999 respectively. 

TensorFlow is an open-source machine learning framework designed to facilitate the development 

and deployment of machine learning models. It is an excellent alternative for experimenting after  

pre-processing, since it allows for fine tuning model parameters at each layer of the sequential model. Table 3 

shows comparison of output of neural networks models with the machine learning models [20], [21] on 

different test datasets. Deep learning models perform better with highest accuracy as feature extraction is 

handled automatically within the model. But, machine learning models need to decide upon the features useful 

to perform classification when a text is given. CNN outperforms the other methods with an accuracy of 98.6%. 

Table 4 compares the proposed method to the most recent and baseline classifiers for sentiment 

detection in message and term level tasks. It is a benchmark for the other classifiers and SVM model. The 

comparison is shown using macro-averaged F1-score metric which is average of both positive and negative 
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class, as it was selected as a primary metric by winning team of SemEval-2013. An F1-score of 95.6% on test 

data is achieved, which is better than the other models. 

 

 

 
 

Figure 2. Dataset distribution 

 

 

Table 3. Performance comparison of state-of-the-art classifiers 

Model SemEval 2013 (%) SemEval 2017 (%) 

SVM 71.4 75.3 

Naïve Bayes 62 64 

Decision tree 65.4 68.2 

ANN 80.6 94.1 

CNN 87.3 98.6 

 

 

Table 4. Macro-avg F1 score obtained on the test dataset 
System Macro-avg F1-score (%) 

NRC-Canada [22] 69.02 
SVM 68 
CNN 95.6 

 

 

Now, we experimented with the trained network models to demonstrate the significance of negation 

handling during the process of sentiment analysis. Table 5 shows a comparison of the system with and without 

negation being handling in terms of accuracy [23]–[25]. The results show that the performance of CNN and 

ANN classifier increases by 3% to 4% points when negation is handled. 

 

 

Table 5. Significance of negation handling in Twitter sentiment classification of text 
Models Accuracy (%) 

CNN+negation 98.6 

CNN (without negation) 92.5 
ANN+negation 94.1 

ANN (without negation) 90.6 

 

 

Figure 3 shows the results of test accuracy and loss with learning epochs. The accuracy of CNN 

reaches 98.6% at 30 epochs. The Adam optimizer parameter finds the best weights to minimize the loss and 

thus accuracy increases. Figure 4 plots the test accuracy gain and loss in ANN against the epochs. For 21 

epochs ANN achieves 94% classification accuracy. The loss is reduces gradually from epoch 1 to epoch 21. 
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Figure 3. Test classification accuracy and loss on CNN 

 

 

 
 

Figure 4. Test classification accuracy and loss on ANN 

 

 

5. CONCLUSION 
The proposed work shows a performance comparison of ANNs and CNNs for sentiment classification 

using negation handling on Twitter dataset SemEval-2017. The results showed that CNNs outperformed ANNs 

in handling negation words and achieved a higher accuracy in sentiment analysis. It highlights the importance 

of considering negation words in sentiment analysis and demonstrates the effectiveness of using deep learning 

models for negation handling. This shows that the sentiment classification can be improved by performing too 
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many preprocessing techniques on the data. This study provides insights for future research in sentiment 

analysis and negation handling, particularly in improving the structure of data and performance of deep learning 

models. 
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