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Abstract 
Cluster analysis is a fundamental technique for various filed such as pattern recognition, machine 

learning and so forth. However, the cluster number is predefined by users in K-means algorithm, which is 
unpractical to implement.  Since the number of clusters is a NP-complete problem, Genetic Algorithm is 
employed to solve it. In addition, due to the large time consuming in conventional method, an improved 
fitness function is proposed. According to the simulation results, the proposed approach is feasible and 
effective. 
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1. Introduction 

Cluster analysis is to group a set of objectives in the way that the objectives in the same 
cluster have the similar characterizes each other, while they have differing characterizes among 
clusters. In recent research, it has been a useful tool for statistical data analysis and 
implemented in data fusion, machine learning, information retrieval and signal processing. As a 
general problem, cluster analysis could be solved by various kinds of algorithms according to 
the kind of the clusters’ notion and algorithms’ efficiency. In common, the notion of the clusters 
includes groups with small distances among the cluster individuals, diversity of the data space, 
the distribution of the particular intervals and etc. For this reason, clustering could be considered 
as a multi objective optimization problem. The type of individual data set and expected target 
decide the employment of clustering algorithm and could be helpful to parameter tuning. In 
dealing with cluster analysis as a multi-objective optimization problem, there exist trials and 
failures in the interactive process of knowledge. Therefore it is necessary to tune parameters 
and modify the optimization models until the desired results are achieved.  

The algorithms for cluster analysis can be categorized based on the cluster model. Up 
to now, there are more than hundreds of algorithms proposed. None of them is overwhelmingly 
better than others. However, it is possible to choose a proper algorithm for a particular problem 
by experimental or empirical results, unless one cluster model is better than others by proof in a 
mathematical way. An example is given that the K-means method cannot find non-convex 
clusters [1]. The prominent clustering methods are connectivity based clustering (such as 
hierarchical clustering), Centroid-based clustering (such as k-means clustering), distribution-
based clustering and density-based clustering. 

In this decade, a lot of attention has been paid to cluster analysis and the performance 
has been improved [2-4]. With the development of information science, the processing of huge 
data set such as a big data problem has been a pressing need. The willingness to trade 
semantic and image meaning of the generated clusters for performance has been dramatically 
increasing. It results in the development of pre-clustering methods such as canopy clustering, 
which can process huge data sets efficiently, but the resulting "clusters" are merely a rough pre-
partitioning of the data set to then analyze the partitions with existing slower methods such as k-
means clustering. Various other approaches to clustering have been tried such as seed based 
clustering [5]. 
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For the data set with high-dimension, many of the existing approaches will fall down to 
clustering due to the curse of dimensionality, which presents that the particular distance 
functions is difficult to solve the data clustering in high-dimensional spaces. This results in the 
generation of novel clustering analysis methods for the data set with high-dimension which 
mainly focus on the subspace clustering and correlation clustering that also searches arbitrary 
rotated subspace clusters that can be modeled by designing a correlation of their characteristics. 
Famous ones of this kind of clustering algorithms include CLIQUE [6] and SUBCLU [7]. In 
addition, the ideas inspired from density-based clustering methods (in particular the DBSCAN / 
OPTICS family of algorithms) have been employed to subspace clustering such as HiSC [8] and 
DiSH [9] and correlation clustering such as HiCO, [10]. The “correlation connectivity” is 
proposed and implemented in 4C [11] and ERiC [12] which explored hierarchical density based 
correlation clusters). 

Based on the concept of mutual information, several different clustering systems are 
proposed. The examples are given as Marina Meilă's variation of information metric [13] and 
hierarchical clustering [14, 15].  In addition, a recently proposed method message 
passing algorithms, has led to the creation of new types of clustering algorithms [16]. 

In this paper, we investigated a K-means algorithm, which the cluster number is 
predefined by users in K-means algorithm. In practical problem, it is impossible to decide the 
number cluster in advance. Since the number of clusters is a NP-complete problem, Genetic 
Algorithm is employed to solve it. In addition, due to the large time consuming in conventional 
method, an improved fitness function is proposed. According to the simulation results, the 
proposed approach is feasible and effective. We proposed a hybrid K-means algorithm and 
genetic algorithm for cluster analysis. 

The rest of this paper is organized as follows. Section II briefly introduces the concept of 
cluster analysis in mathematic way. Section III introduces the framework of Genetic Algorithm 
for clustering. In Section IV, an improved version to enhance the algorithms performance is 
proposed. The simulation and results analysis are conducted in Section V. This paper is ended 
with conclusions and future work is proposed in Section VI. 

 
   

2. Preliminary of Cluster Analysis 
In computer science, clustering analysis is a classic problem and relevant technologies 

have been a key task in the process of acquiring knowledge [17, 18]. It has been implemented 
in many applications such signal processing, data mining, machine learning [19-21]. The target 
of clustering is to partition a given data set into several subsets termed clusters, which 
maximizes the homogeneity of the data intra one cluster and the heterogeneity inter clusters. To 
find optimal clustering is a challenge task in current research.  

Up to now, evaluation the similarities among data is based on the measure of the 
distance of two data, which the Euclidean distance is most used. In clustering, considering that 
in a data set  1 2, ,..., NA a a a , there are N  data, where each ia R  is an attribute vector 

consisting of   real valued measurements. The goal of clustering is to partition the data into 

several groups  1 2, ,..., MC C C C , where M  is the number of clusters. The mathematical 

description can be given as follows [22, 23]: 
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                                     (1) 

 
Where: 
 

iC     for 1,...,i M                          (2) 

 
And, 
  

i jC C    for 1,...,i M ,  i j              (3) 

 
The Euclidean distance can be defined as f  and given as follows: 
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Hence, searching for the centers of clusters can instead the function f  and can rewrite 

f  as follows: 
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                             (6) 

 
Which means the distance can be measured from the data point to the center of a cluster. 

In most previous work, the number of clusters is calculated based on designer’s 
requirement or experience. However, a small number of clustering cannot partition the data into 
suitable groups, while the large number of clusters will make the clustering no sense. The 
formula that calculated the number of clusters is shown as follows: 
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According to (7), it is difficult to obtain the best clustering even that the cluster number M  is 
known, let along unknown in practice. The conventional method is empirical, which is to employ 
a suitable value of m  based on the results analysis after conducting simulations several times. 
Due to the limitation of the domain knowledge and searching for the best solution only in a small 
scale, the performance of the methods is not satisfied. Other than the predefined criterion, a 
feasible method to optimize the value of M  is based on the numeric criteria. In this case, the 
number of cluster ways is given as follows [23]: 
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With the assume that the value of M  is unknown, which is more reasonable, the problem of 
finding an optimal value for M  to partition  N  data could considered as a NP-complete 

problem and the complexity of the problem can be calculated approximately as  
!

NM

M
. Therefore, 

attempting to obtain an optimum solution by conventional methods is not computationally 
feasible [22] and it is necessary to appeal to an efficient approximation algorithms.  

Heuristic algorithms are well known for solving NP-complete problems and Genetic 
Algorithm is one of the famous heuristic algorithms [24, 25]. It can obtain good enough solutions 
in reasonable time. Thus in this paper, Genetic Algorithm is employed for solving the adaptive 
number of clustering problem.  

 
 

3. Framework of Genetic Algorithm for Clustering 
3.1. Genetic Algorihtm 

As a branch in the field of artificial intelligence, Genetic Algorithms plays an important 
role in optimization and searching problems. It belongs to the larger class of evolutionary 
algorithms (EA) which is inspired by nature evolution. Due to the advantages of efficiency, 
accuracy and easy implement, it has found applications in computer science, engineering, 
chemistry, manufacturing, bioinformatics and other fields. 



TELKOMNIKA  ISSN: 2302-4046  

Hybrid K-means Algorithm and Genetic Algorithm for Cluster Analysis (Dianhu Cheng) 

2927

Like other heuristic algorithm, Genetic Algorithm is population-based, which contains a 
certain number of chromosomes where consisting of genes [26]. Each chromosome can be 
considered as a solution that can be mutated and altered. The encoding of Genetic Algorithm 
can be conducted in binary space, but other encodings are also feasible. The main operators in 
Genetic Algorithm are crossover and mutation. Crossover is used to reassemble the 
chromosomes from one generation to the next. Mutation is used to enrich the diversity of 
chromosome in each generation so that Genetic Algorithm can obtain better solutions. It occurs 
during the whole evolutionary process according to a predefined mutation probability which 
should be set as a small value. Otherwise, the mutation probability is so large that the evolution 
process will be a primitive random search. The schedule of Genetic Algorithm is shown as 
follows, and the flowchart is given in Figure 1. 

Step 1. Initialize a population of a certain number of random chromosomes;  
Step 2. Evaluate each chromosome according to the fitness function.  
Step 3. Select chromosome according to the proportional selection probability. 
Step 4. Normalize the chromosomes so that the chromosomes can be compared. 
Step 5. Conduct crossover and mutation operators.  
Step 6: Select top ranking chromosomes as the population in the next generation.  
Step 7: If the stopping criteria is satisfied, end the algorithm. Otherwise, go to Step 2. 

 
 

 
 

Figure 1. The Flowchart of Genetic Algorithm 
 

 
3.2. Encoding 

The Genetic Algorithms for clustering is based on a simple scheme. Considering that a 
data set is consisting by N  data, there are 1N   ways to partition the set. To illustrate the 
strategy clearly, an example is given by assuming one chromosome in Genetic algorithm is 
encoded as follows: 

Chromosome 1: 3 23221 
The chromosome includes two parts: the first number “3” means the number of clusters 

and the rest numbers present the group index. In Chromosome 1, the data at the location index 
{1} is 3, which means there are 3 groups in the clustering. The data at the location index {3, 4, 5} 
belong to the Group 2, and the data at the location index {3} and location index {6} belongs to 
the Group 3 and Group 1 respectively. Considering Chromosome 1, there are many different 
coding ways to express the same case. For example: 
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Chromosome 2 : 3 31332 
Chromosome 2 has the same meaning as Chromosome 1. Actually, there are 6 

different ways to express the same meaning. Therefore, the size of the searching space of 
genetic algorithm is much larger than the virtual space, which will lead to a poor efficiency of 
algorithm. Other than the poor efficiency, it also affects the crossover operation in Genetic 
Algorithm since the redundant coding could make the offspring no any improvement. For 
example, if Chromosome 1 is chosen to cross over with Chromosome 2, there exists the 
probability that the offspring has the same meaning with parents.   

In addition, the connection with genes in one chromosome is not taken into account. To 
solve the problem, a hybrid K-means and Genetic Algorithms are proposed. Actually, the inter 
connections among gene values constitute the genuine optimization goal in clustering problems. 
Based on the analysis, the development of genetic operators specially designed to clustering 
problems has been investigated.   
 
3.3. Crossover Operation 

To solve the problems mentioned above, there are three kinds of crossover are 
employed in this paper, one point crossover, two points crossover and combining crossover [27, 
28]. 

One-point crossover shown in Fig.1 is similar with the binary one point crossover. The 
point on both parents' chromosomes is selected. All data beyond that point in either 
chromosome is swapped between the two parent organisms. The resulting organisms are the 
offspring [33, 35, 38]. 

Two-point crossover shown in Figure 2 calls for two points to be selected on the parent 
organism strings. Everything between the two points is swapped between the parent organisms, 
rendering two offspring organisms: 

 
 

 
 

 

Figure 1. The Sketch Map of One Point 
Crossover 

Figure 2. The Sketch Map of Two Point 
Crossover 

 
 

The combining crossover combines the two solutions. It builds the new offspring center by 
center. For each center from the parent chromosome it finds the nearest centers from the 
second parent and generates two new centers randomly on the line joining the two parent 
centers. 
 
3.4. Mutation Operation  

Mutation operation is a key operator in Genetic Algorithm which can explore the 
searching space and break away local minima. In cluster analysis, two chromosomes are 
employed to conduct the mutation, one is adopt where is closer to a centroid of a cluster and the 
other one is adopt by the data where is closer to the farthest data from the centroid. Then the 
two genes are mutated by mutation operator. [29, 36, 37] 
 
3.5. Fitness Function  

As described above, clustering could be considered as an optimization problem. To 
evaluate each solution, the fitness function is defined as (4).  Thus, without loss of generality, 

we define a solution as  1,..., MS c c
 

, then it can be evaluated by the fitness function, 
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         In some other paper, different methods are proposed, such as silhouette which defined 

an average distance between  x


 and others.  

  21

y A

a x x y
A 

 
  

                                (10) 

 
Besides, the distances between one data and a cluster can be calculated as follows: 
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Hence, the silhouette of x


 is given as follows: 
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Therefore the fitness function is given by: 
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3.6. Normalization 

In standard Genetic Algorithm for clustering, the normalization could help enhance the 
convergence performance of algorithm, which is described as follows: 

1. The clusters are initialized to produce 1,..., MC C . 

2. For all ix S


, put ix


 into a cluster lC , where: 
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                            (14) 

 
3. Sort the centers of each cluster 1,..., MC C  and update each data as follows: 
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c x
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                                      (15) 

 
Where 1,...,i M . 
 
 
4. Design for the Improved Genetic Algorithms Clustering 
4.1. Hybrid K-means clustering and Genetic Algorithm 

The idea of K-means clustering was proposed by Steinhaus in 1957 [39] and first used 
by MAcQueen in 1967 [40]. Now, it has been s a popular approach in cluster analysis. The 

schedule can be summarized as follows: Given as initial set of M  means      1 1 1
1 2, ,..., Mm m m , the 

algorithm deals with the objectives by alternating between the following two steps: 
Assignment: Assign each objective to the cluster whose mean is closest to it. 
  

      : , 1t t t
i p p i p jC x x m x m j M               (16) 
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Where each px  is assigned to a certain cluster  tC , no matter whether it could be assigned to 

other clusters. 
Update: Update the means to ensure the means are located at the center of each new 

corresponding cluster.  
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                            (17) 

 
The algorithm ends if the assignments no longer change. Although in standard K-means 

algorithm the number of clusters should be predefined, it could be combined with Genetic 
Algorithm to blend their advantages to enhance the clustering performance.  

In addition, according to the design of (13), it is easy to find that the time consuming of 
the evaluation for solutions is very large both in time complexity and space complexity since a 
huge matrix should be storage and the matrix calculation is time expensive. To solve this 
problem, it is necessary to improve the fitness function. According to (12), to maximize the value 
of  b S  and minimize the value of  a S  could maximize the fitness function. To solve the 

problem, a novel fitness function is proposed as follows: 
 

   
 
b S

s S
a S 




                                (18) 

 
Where   a S  and  b S  have the same meaning with (12),   is a small value to guarantee the 

denominator not be zero.  We use function (18) instead, which have the same characters and 
reduce both of the time complexity and space complexity.  
         The schedule of the hybrid algorithm is described as follows, 

Step 1: Initialize chromosomes to compose a population. 
Step 2: Use k-means algorithm to the chromosome. 
Step 3: Based on (18) calculate the fitness function and the chromosomes are 

evaluated.  
Step 4: Conduct the crossover and mutation operator. 
Step 5: If the stopping criteria is meet, end the algorithm. Otherwise, go to Step 2. 

 
 
5. Simulation Results and Analysis 

In this section, several simulations are conducted to test the performance of proposed 
method. We term the improved Clustering Genetic Algorithm as ICGA and give the simulation 
results as follows. It is obvious that our proposed method achieves the fastest convergence and 
obtains a better accuracy. Ruspini Dataset, Vowels and mushroom problems are employed. 
 
5.1. Ruspini Dataset  

In Ruspini dataset problem there are 80 objects which are includes two features {x,y}. 
The main goal of this benchmark is to compare different genetic operators and investigate the 
effects on the algorithm performance. 

The simulation environment is set as follows. VC++ 6.0 is employed. The hardware is 
2.7*2 GHz CPU and 2*1G RAM. In each simulation, a chromosome consisted with 4 genes. To 
measure the distance among objective, Euclidean norm is employed and all the data are 
normalized in the interval [0, 1]. 
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Figure 3. Ruspini Dataset 
 
 

The algorithm stops once one of the following two conditions is met, 
1. The maximum iteration 100 is reached. 
2. The error is less than or equal to 0.001. 

We run each algorithm 50 times to obtain an average performance. 
First, the domain of the clustering number belongs to the integer set {2,…,40}, which 

means there are at least 2 clusters and at most 40 clusters in the analysis. The reason to set 
the maximum number as 40 is that although there exists 80 objectives in this problem, it makes 
no sense if we set 80 clusters in this problem although 80 is the maximum number. To set the 
clusters belongs to the set {2,…,N/2} is reasonable to apply in practice. The simulation results 
are given in Table 1. Time consuming represents the average time cost for the 50 simulations 
and the first reach iteration means the iteration index which the results are not improved 
afterward during one simulation. The smaller first reach iteration means a better convergence 
ability of an algorithm.  
 
 

Table 1. Results of Randomly Generated Initial Population 
Algorithm Time consuming First reach iteration 
K-means 0.25 62.7 
CGA 0.22 50.2 
ICGA 0.21 31.3 

 
 

Table 1 indicated that the performance of CGA is better than K-means both in time 
consuming and first reach iteration, while ICGA is better than both of them. According to Table 1, 
the conclusion can be drawn that the first reach iteration is correlated positive proportional with 
the time consuming. However, it should be noted that for different benchmarks and simulations, 
the same iterations may cause a huge time consuming due to the probabilistic characterized in 
heuristic algorithms. 

The set of  2,..., 40k  is very helpful to the simulation results for initial populations 

generated randomly. Next, the two cases, 2 clusters and 40 clusters respectively, based on the 
number of clusters are taken into account so that additional diversity represented by initialization 
can be ignored. This consideration is not practical but useful to evaluate the proposed 
algorithms and the simulation results are given in Table 2.  
 
 

Table 2. Results of the Fixed Clusters Number (2 clusters and 40 clusters) 
 2 Clusters 40 Clusters 
Algorithm Time  consuming First reach iteration 
K-means 0.197 87.4 
CGA 0.053 61.9 
ICGA 0.026 47.1 
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According to Table 2, the average time consuming of ICGA is less than those for both 
CGA and K-means. Besides, the performance of CGA is better than K-means. For the first 
reach iteration, ICGA is also overcome others.  

Figure 4-1 shows a dataset which is used to test the CGA and K-means algorithm [32]. 
In Figure 4-2, it shows that ICGA recognize all the clusters and the centers are located well, 
while Figure 4-3 indicates that CGA falls down to find out all the clusters. In Figure 4-2, each set 
has a central point which is marked by a black point. Hence the performance of ICGA could find 
the center of data set with a good performance. However, in Figure 4-3, some centers are far 
away to the cluster and some of them are overlapped. For the (Row 1, Line 3), (Row 4, Line 1) 
and (Row 5, Line 5), there are overlapped points in the data set. For the (Row 3, Line 3), (Row 4, 
Line 5), (Row 5, Line 2), (Row 5, Line 3), there are no central points in the data set. In Figure 4-
3, it is obvious that some center points are far away from data sets. Hence it could be concluded 
that the proposed algorithm ICGA has a huge ability in cluster analysis. 

 
 

 
 

 

Figure 4-1. Data Set Figure 4-2. Results Obtained by ICGA 
 
 

 
 

Figure 4-3. Results Obtained by CGA 
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Figure 5-1. Fitness Evaluated by the 
Silhouette Function 

Figure 5-2. Numbers of Clusters in Best 
Solution in Iteration 

 
 

Figure 5 shows the fitness function to determine the optimal number of clusters, which 
is to verify the feasibility of ICGA with the silhouette fitness function. According to Figure 5, with 
the increment of fitness function, the number of clusters is approximately invariant, which shows 
the proposed algorithm has the ability to find out the best cluster number. 
 
5.2. Ruspini Dataset  

In this subsection, the simulations are to compare different crossover and mutation 
operators in Genetic Algorithm to test the effects to the performance of algorithms [33, 34, 35]. 
First the employed dataset are illustrated as follows, 

SODAR Data Set 1: This data described a 2 dimensions space which has 3 clusters. 
The number of all the objectives is 90.  

SODAR Data Set 2: This dataset is similar with SODAR Data Set 1, which has 3 
clusters in a 2 dimensions space and has 3 clusters. The total number of observations is 90. In 
Table 1, it has been referred to as Sodar2. 

Wisconsin Breast Cancer Database Original: This dataset is also maintained in the UC 
Irvine Machine learning repository and the data obtained from the University of Wisconsin 
Hospitals. It is 9 dimensions space and has 2 clusters. The number of the total objectives is 699. 

Second, the one point crossover is run with different kinds of mutation. The simulation 
results are shown in Table 3. In Table 3, the K-means mutation is inferior to the one point 
mutation for 25 clusters problem but superior to one point mutation for mushroom and vowels 
problems. 

 
 

Table 3. Comparison of Different Mutation Operators 
 Cancer SODAR 1 SODAR 2 
One point mutation 0.22 1368.5 930.1 
K-means mutation 0.27 1362.4 927.9 

 
 

Table 4. Comparison of Different Mutation Operators 
 Cancer SODAR 1 SODAR 2 
1 point crossover 0.22 1367.5 927.7 
Combine crossover 0.27 1519.9 927.5 

 
 

Different crossover operators are compared in Table 4 which shows that for the 25 
clusters task, simpler operator (one point crossover) obtains the best results were achieved. 
However, for the Mushroom and Vowel problem, the best performance is achieved by K-means 
mutation. 
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The accuracies of CGA and ICGA are compared in Table 5, where Iris dataset is 
employed and which shows that the proposed algorithm has a better performance in accuracy. 
It outperforms both K-means and CGA.  
 
 

Table 4. Comparison of Accuracy 
Method K-means CGA ICGA 
Accuracy 95.9% 97.6% 98.7% 

 
 

6. Conclusions and Future Works 
In this paper, the Genetic Algorithm Clustering is hybridized with K-means algorithm to 

merge their advantages to propose an adaptive number of clusters. The number of cluster could 
be optimized by Genetic Algorithm which is more reasonable in practice. In addition, since the 
conventional silhouette function has the lots of matrix storage and calculation, we improved the 
fitness function which reduces the time complexity and space complexity. The classic 
benchmarks are investigated, and the results show that the method is feasible and effective to 
conduct cluster analysis.  
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