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 The driving cycle is a series of driving behaviours, such as acceleration, 

braking, and cruising, that occur over a set length of time. Predicting the 

driving cycle can help to improve vehicle performance or anticipate the range 

of an electric car. Based on prior data, long short-term memory (LSTM) 

networks can be used to forecast a vehicle's driving cycle. This paper studies 

a driving cycle prediction based on LSTM by recurrent neural network (RNN) 

using developed driving cycle data. The objectives of this paper are; to 

develop an Ipoh driving cycle (IDC), to develop a prediction of future IDC 

and to analyze the prediction of IDC. Firstly, the driving data is collected in 

three different routes in Ipoh city at back-from-work times. Then the data is 

divided into micro-trips and the driving features are extracted. The features 

are used to develop a driving cycle using k-means clustering approach. The 

prediction is developed after the training of neural networks by using LSTM 

network approach with root mean square error (RSME) of 6.2252%. 
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1. INTRODUCTION  

A driving cycle is a common test process used to assess a vehicle's performance and emissions under 

particular driving circumstances [1]–[3]. The cycle includes a set order of acceleration, deceleration, and 

steady-state driving that simulates a typical driving style for a specific vehicle category, such as driving on a 

highway or in an urban area [4]. Regulatory organizations, including the environmental protection agency 

(EPA), frequently use the driving cycle to calculate a vehicle's fuel economy and emissions ratings. For 

consumers and governments to make educated judgements about vehicle purchases and environmental 

legislation, these ratings are crucial [5], [6]. The federal test procedure 75 (FTP-75) used in the United States 

and the new European driving cycle (NEDC) used in Europe are only two examples of the various standardized 

driving cycles that may be employed in different areas or nations [7]. These cycles include particular durations, 

repetitions, and speed and acceleration profiles that are intended to simulate actual driving circumstances in 

the relevant regions. 

The development of driving cycles in Malaysia is important for ensuring that vehicles meet local 

emissions and fuel efficiency standards. It also helps to provide consumers with accurate information about the 

performance of different vehicles under typical driving conditions in the country [8]. While predicting the 

driving cycle can serve several purposes in various contexts. Predicting the driving cycle is beneficial in 

https://creativecommons.org/licenses/by-sa/4.0/
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improving a vehicle's performance, particularly in terms of pollutants and fuel economy. Driving patterns can 

be reliably predicted so that car systems can be modified in real-time to function best under anticipated driving 

circumstances, improving efficiency and lowering environmental impact [9]–[11]. 

Predicting the driving cycle is also essential for efficient energy management in electric vehicles 

(EVs) [12]. The battery usage can be managed to maintain enough range while reducing wasteful energy 

consumption by anticipating future driving habits. Utilising this knowledge will enable the implementation of 

clever energy management techniques, such as optimising regenerative braking or changing powertrain 

parameters. The driving cycle in Malaysia has been established for a few states like Kuala Lumpur, Kuala 

Terengganu, and Ipoh itself. However, none of the research ever discussed about the prediction of the driving 

cycle in Malaysia.  

There are several methods and techniques that can be used for driving cycle prediction which are; 

statistical method, machine learning, hidden Markov models (HMM), rule-based approach, hybrid approach, 

sensor fusion, and many more. To model and forecast upcoming driving trends, statistical techniques use 

historical driving data. Time series analysis, regression models, and statistical forecasting techniques are a few 

examples of these approaches. Future driving cycles can be predicted by identifying patterns and trends in the 

data and extrapolating them. This is done by analyzing the statistical features of the data. While, driving cycle 

prediction can also be done using machine learning approaches, such as different kinds of neural networks 

including long short-term memory (LSTM) networks [13]. These techniques produce forecasts using past 

driving data to identify trends and linkages. Algorithms that use machine learning are capable of handling 

complex and nonlinear data interactions as well as changing driving situations. On the other hand, HMMs are 

probabilistic representations of sequences of events that can be used to forecast and depict them, such as driving 

patterns. The fundamental system states and the likelihoods of changing between them are captured by HMMs. 

HMMs can calculate the most likely order of states and forecast the driving cycle by examining driving  

data [14]. 

In rule-based techniques, explicit rules or algorithms are created based on professional expertise or 

domain-specific norms [15]. To anticipate the driving cycle, these rules take into account a variety of input 

factors, including vehicle speed, acceleration, and traffic circumstances. Rule-based approaches can be useful 

for identifying particular driving behaviours, but they might necessitate extensive domain expertise. In order 

to predict the driving cycle, sensor fusion integrates data from many sensors, such as global positioning system 

(GPS), accelerometers, and vehicle CAN bus data [16]. A more complete and precise description of the driving 

behaviours can be obtained by merging data from several sensors, improving forecast accuracy. However, the 

choice of approach is influenced by various elements, including the data at hand, the intricacy of the driving 

patterns, processing power, and the particular needs of the application. It is usual practise to investigate and 

contrast many approaches in order to decide which one is best for driving cycle prediction in a particular 

situation. 

In this paper, a new driving cycle was developed for Ipoh city in Perak, Malaysia. Then, the future 

IDC is predicted by using LSTM network. LSTM networks are a type of recurrent neural network (RNN) 

capable of learning order dependence in sequence prediction problems. In this research, the combination of 

machine learning (k-means clustering) and deep learning (RNN) will be used to maximize the accuracy, to 

increase the capability of handling big driving data, and to improve the efficiency and feasibility of the IDC 

prediction. The objectives of this paper are to develop a driving cycle of Ipoh city at back-from-work times 

along the main routes, to develop the prediction of the future IDC via LSTM, and to analyse the prediction of 

IDC. In section 2, the methodology including the route selection, data collection, driving cycle development 

which is by using micro-trips and k-means approach, and lastly, the prediction of IDC via LSTM will be 

discussed. Later, in section 3, the results and analysis of the IDC and IDC prediction will be presented. 

 

 

2. METHOD 

Figure 1 shows the flow chart and research activities on how to develop an IDC along the main route 

for the Ipoh citizens back to work at 5.00 p.m. The inputs of IDC are second-by-second speed. The data are 

collected at back-from-work (BFW) time which is 5.00 p.m. with 5 runs of data along three different routes. 

The routes have been chosen as selected routes based on its traffic volume in Ipoh. In this research, the on-

board measurement method will be used using a GPS installed in the driving cycle tracking device (DC-

TRAD). DC-TRAD is a device constructed mainly to collect accurate speed and time series data. The data 

gathered then will be stored in MySQL and managed in MATLAB. Then the parameters for each run will be 

extracted for the development of the driving cycle. The driving cycle is developed by using k-means clustering 

approach. Then, the prediction of the future driving cycle will be taking place by using LSTM network of deep 

learning. 
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An LSTM network is trained on previous driving data, which includes characteristics like speed, 

acceleration, and brake pedal position. The network is then used to anticipate the driving cycle. The expected 

driving pattern is represented by the output sequence that the LSTM network generates after processing the 

input sequence of characteristics over time [17]. 

Based on the input data and the desired output, the network learns to modify the weights of the gates 

in the LSTM cells during training. In order to forecast the driving cycle, the network learns to spot patterns in 

the input data. The driving cycle of a new car can be predicted using real-time sensor data once the network 

has been trained. The projected driving cycle is created by the LSTM network after processing the sensor data 

over time. 

 

 

 
 

Figure 1. Flow chart of the research activities 

 

 

2.1.  Ipoh driving data collection 

Data collection was done on back-from-work route of Ipoh city in which it begins at the Majlis 

Bandaraya Ipoh (MBI) building and ends at Universiti Teknologi Petronas (UTP). This route was selected as 

this is categorized as the busiest road in the city and this route is mostly used by the citizens of Ipoh city to go 

and back from work [18]. There are 3 different routes, as shown in Figure 2, namely route A, route B, and route 

C, from MBI to UTP, as per Figures 2(a)-2(c), respectively. Data was collected by using driving cycle tracking 

device (DC-TRAD) [19]. 
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(a) 

 
(b) 

 
(c) 

 

Figure 2. Three different routes for IDC development namely (a) route A, (b) route B, and (c) route C 

 

 

2.2.  IDC development 

Micro trips are the foundation of a drive cycle development. A micro-trip is a journey between two 

timespans separated by zero vehicle velocity [20]. Every micro journey has an idle phase at the beginning and 

a decreasing deceleration phase at the end. The total amount of data must be divided into several micro-trips. 

After this procedure, a significant number of micro-trips can be acquired for all the data that was gathered. The 

micro-trips are then divided into a number of groups based on the traffic conditions, such as heavy, medium, 

and light traffic flow. The micro-trips will be clustered using the k-means technique. 

It is necessary to extract driving features before clustering the micro-trips. The micro-trips can be used 

to extract a variety of driving characteristics, including average speed, average running speed, average 

acceleration and deceleration, and root mean square of acceleration. Additionally, there are four driving modes: 

cruising mode, accelerating mode, and decelerating mode [21]. However, just two features average speed and 

percentage of idle will be employed for this purpose. These two characteristics were chosen since they will 

have the biggest impact on emission [22]. The micro-trips are divided into three groups in Figure 3 according 

to the k-means clustering algorithm. Each group has its own traits and represents a distinct traffic situation; 

heavy, medium, and light traffic flow.  

 

 

 
 

Figure 3. Clustering of the micro-trips 

 

 

The driving cycle for each cluster is then created by selecting the micro-trip representatives. The 

representative micro-trips will be the ones that are most nearby the cluster center. The micro-trips will then be 

merged to create the IDC along the three major routes at 1,700 hours. 

 

2.3.  IDC prediction 

A deep learning model called an RNN is made specifically to handle sequential data. It is a kind of 

neural network that processes sequential data, such as time series, natural language, and audio, since the 

architecture of the network includes loops, which allow information to persist over time. An RNN's ability to 

keep internal memory or hidden state, which allows it to handle inputs of any length and capture temporal 
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dependencies within the sequence, is its important characteristic. While a form of short-term memory, this hidden 

state enables the network to recall and take into account previous data while it processes present inputs [23]. 

A form of RNN architecture called LSTM was created to solve the issue of disappearing gradients in 

conventional RNNs. In the vanishing gradient problem, information can be lost across lengthy input sequences 

when gradients get too small during backpropagation through time. By including memory cells that can retain 

data for a long time, LSTM networks deal with this problem. Three gates the input gate, the output gate, and 

the forget gate are in charge of managing these memory cells. The amount of fresh information supplied to the 

memory cell is governed by the input gate, the amount of information produced from the memory cell is 

governed by the output gate, and the amount of information preserved or forgotten in the memory cell is 

governed by the forget gate. The LSTM gains the ability to modify the weights of the gates based on the input 

data and the intended output during training. This enables the network to delete unnecessary information and 

store and retrieve information from the memory cells selectively. The end result is a network that can handle 

lengthy input data sequences while keeping track of important information and avoiding the vanishing gradient 

problem. 

Let N be the number of LSTM cells. One LSTM cell has a hidden state ht, a memory cell ct, and three 

different gates, namely, input gate it, forget gate ft, and an output gate ot. Each gate uses the sigmoid as a 

transfer function, resulting in a value in the frequency [0, 1]. In (1) shows the formula to calculate the it, ft, and 

ot. In theory, the LSTM architecture takes the driving vector vt ϵ RD, the prior hidden state ht-1 ϵ RM, and the 

previous memory cell vector ct-1 as inputs at time step t. The (2) is how it calculates gt, ht and ct: 

 

𝑖𝑡 = 𝛿(𝑊𝑖𝑣𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖)  

𝑓𝑡 = 𝛿(𝑊𝑓𝑣𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓)  

𝑜𝑡 = 𝛿(𝑊𝑜𝑣𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜) (1) 

 

where δ(.) represents the sigmoid function. Wi, Wf, Wo, Ui, Uf, Uo are the weight matrices for the gates. bi, bf, 

bo are the bias weights: 

 

𝑔𝑡 = 𝑡𝑎𝑛 ℎ (𝑊𝑔𝑣𝑡 + 𝑈𝑔ℎ𝑡−1 + 𝑏𝑔) 

𝑐𝑡 = 𝑓𝑡ʘ 𝑐𝑡−1 + 𝑖𝑡  ʘ𝑔𝑡  

ℎ𝑡 = 𝑜𝑡ʘ 𝑡𝑎𝑛 ℎ(𝑐𝑡) (2) 

 

where the notation ⊙ denotes the element-wise multiplication, tanh(.) refers to the hyperbolic tangent function, 

Wg and Ug are the weight matrices, bg is the bias term.  

The input for the prediction procedure is the driving data load. For a better fit and to prevent the 

training from diverging, the training data needs to be normalised to have a zero mean and unit variance. At the 

time of prediction, the test data must be standardised using the same parameters as the training data. The replies 

must be given as training sequences with values altered by just one step in order to anticipate the values of 

succeeding time steps in a series. As a result, the LSTM network learns to anticipate the value of the subsequent 

time step at each time step in the input sequence. Predictors are exercise routines that skip the most recent time 

step. The next step is to build an LSTM regression network [24].  

Figure 4 shows the flow chart of the prediction of the IDC. The LSTM layer in this project has 200 

hidden units, and it trains the LSTM network using the predetermined training settings. Following the training 

phase, the predicted future time steps will occur. The root means square error (RMSE), which compares the 

forecast and test data, is calculated after the forecasted data has been created. The accuracy of a predictive 

model or the calibre of an estimator is frequently assessed using the RMSE statistic. It measures the typical 

discrepancy between a model's projected values and the actual observed values. The fact that RMSE is 

expressed using the same units as the dependent variable makes it straightforward to understand and compare 

to the actual observed values. Since it shows smaller average deviations between expected and actual values, 

a lower RMSE indicates greater predictive performance [25]. The formula for RMSE is shows in the (3). 

 

𝑅𝑀𝑆𝐸 = √(1/𝑛) ∗ 𝛴(𝑦 − ŷ)² (3) 

 

where: 

− n is the total number of observations. 

− Σ denotes the summing operation. 

− (y - ŷ) represents the difference between the actual value (y) and the predicted value (ŷ). 
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Figure 4. Flow chart of the IDC prediction  

 

 

Figure 5 shows the training process for the developed IDC. The gradient threshold is set to 1 to avoid 

the gradients from exploding during the 250-epoch training option for this project. After 125 epochs, the learn 

rate is reduced by a factor of 0.2 after being set at 0.005 for the initial epoch. 

 

 

 
 

Figure 5. Training progress for IDC 
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3. RESULTS AND DISCUSSION 

3.1.  IDC analysis 

The final IDC is depicted in Figure 6. Table 1 lists the IDC characteristics in terms of the nine 

assessment criteria. The total distance for the final IDC is 32.36 km. The table demonstrates that the prevalent 

speed range was above 40 km/h. This demonstrates that the Ipoh city routes are typically under medium- and 

clear-traffic conditions. Additionally, the produced IDC's average speed of 56.88 km/h indicates that the vehicles 

are going at a medium speed and that more micro-trips are being found below the average speed. As a result of 

the frequent stops made along the way, there is increased fuel consumption and pollution during that time. 

 

 

 
 

Figure 6. IDC 

 

 

Table 1. The parameters of the developed Ipoh driving cycle 
Parameters Ipoh driving cycle 

Distance (km) 

Time (s) 

Average speed (km/h) 
Average running speed (km/h) 

Average acceleration (m/s2) 
Average deceleration (m/s2) 

RMS (m/s2) 

Percentage idle (%) 
Percentage acceleration (%) 

Percentage deceleration (%) 

Percentage cruise (%) 

32.36 

2487  

46.82 
49.61 

0.56 
0.58 

0.89 

4.46 
46.30 

44.41 

4.74 

 

 

3.2.  IDC prediction analysis 

Figure 7 shows the plot of forecast and observed data of IDC after the training process. The forecast 

IDC is start after 2487 seconds right after the previous IDC. Figure 8 in the other hand shows the root square 

mean error (RSME) between speed and time of the forecast and test data. From the figure, it shows that the 

RSME is 6.2252%. A RMSE of 6.2252% often denotes very strong predictive performance for the predictive 

model. Achieving an even lower value implies that the model is making accurate predictions relative to the scale 

of the target variable. An RMSE of 6.2252% denotes that, on average, the model's predictions are only 6% off 

from the actual value. For these applications and domain, this level of accuracy may be sufficient. It is frequently 

very desirable. 

Real-world driving data may be noisy and inconsistent due to a number of issues, including 

measurement flaws or erratic traffic circumstances. LSTM networks are able to handle noisy data well and may 

be trained to identify patterns in the noise. The LSTM's capacity to eliminate unimportant noise and concentrate 

on crucial aspects aids in better driving cycle prediction. Moreover, depending on the length of the trip or the 

traffic, driving cycles can vary in length. LSTM networks are adaptable to handling various driving cycle 

durations without requiring set input sizes since they can process sequences of varying lengths. This versatility 

is especially useful when working with driving data from the real world, where route lengths can vary greatly. 
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Also, without major architectural changes, LSTM networks may adjust to shifting driving conditions or 

patterns. They learn from historical data and effectively grasp the underlying dynamics of the driving cycle, 

allowing them to generalize well to previously unimagined driving conditions. Due to its versatility, the LSTM 

technique can make accurate predictions even in circumstances that weren't present during training. 

 

 

 
 

Figure 7. Prediction of IDC 

 

 

 
 

Figure 8. Comparison between forecast and test data 

 

 

4. CONCLUSION 

To conclude, the sampling data had been successfully collected along the three main routes in Ipoh 

city at the peak hour (1,700 hours) using DC-TRAD. The construction of IDC is done using clusters groups of 

micro-trips by k-means method. The prediction also has been successfully done by using LSTM by RNN deep 

learning with the RMSE is 6.2252%. All things considered, the LSTM RNN technique has advantages in 

capturing long-term relationships, handling variable-length sequences, maintaining temporal information, 

dealing with noisy and irregular data, permitting nonlinear mappings, and offering adaptability and 

generalisation. Because of these advantages, LSTM networks are useful for precise and reliable driving cycle 
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prediction. For the future work, the further analysis of the IDC prediction regarding the energy consumption 

and emission an be discussed.  
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