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 Data mining is a process that assists in uncovering meaningful data from large, 

disorganized datasets. This research is being conducted to predict heart 

disorders by using available data to make predictions for the future.  

The approach is carried out in several stages, such as pre-processing the data, 

extracting relevant features, and classifying the data. all of these steps are 

essential for predicting heart disease. The deep learning models is already 

proposed by the researches for the heart disease prediction. This work 

introduces a hybrid deep learning model that combines convolutional neural 

network (CNN) and long short-term memory (LSTM) to predict heart disease. 

The proposed model has been implemented in python, and its accuracy, 

precision, and recall have been evaluated. 
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1. INTRODUCTION 

Recently, heart disease leads to cause life loss among the people of all ages. Therefore, an essential 

task of healthcare field is to enhance the way of predicting heart attacks based on different machine learning 

methods. This disease is consisted of diverse disorders that lay impact on heart and veins of individuals.  

The symptoms are found different, and varied according to the kind of a coronary disease [1]. To recognize 

and diagnose the cardiovascular disease (CVD) is a complex task, and the expert doctors require more 

information and experience to accomplish this task [2] HDPM: an effective heart disease prediction model for 

a clinical decision support system. Diverse component related to cardiac disorder are age, diabetes, smoking, 

overweight, and bad eating habits. The heart disease is occurred and maximized due to various factors and 

metrics. The fundamental factor to diagnose this disease accurately and exactly, is the earlier knowledge and 

information, captured from related pathological events. 

A number of hospitals deploy a management software to monitor the clinical and patient’s data.  

This kind of system attains much attention and helps in producing huge volume of information regarding 

patient. The process to mine electronic health records (EHRs) [3], is utilized for capturing the medical data 

related to all aspects of patient care (including analysis, treatment, and laboratory test). Hence, the 

comprehensive investigations and detection of clinical evidence becomes easy on an unparalleled scale.  

The field of predicting heart disease makes the implementation of machine learning. There are significant 

possibilities for enhancing treatment results through the analysis of data, which can help identify patterns and 

create prognostic systems for personalized assessment, forecast, and therapy [4]. Machine learning holds 

significant promise in advancing medical solutions across the entire spectrum, spanning from initial discovery 

and prediction to informed decision-making. Machine learning has the ability to detect disease patterns and 
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notify healthcare providers of any irregularities by examining computerized medical records. Figure 1 depicts 

a heart disease prediction framework [5]. 

 

 

 
 

Figure 1. Heart disease prediction framework [4] 

 

 

The initial stage is to gather public databases for heart disease diagnosis that have been provided by 

various healthcare organizations. The next stage of data processing is transforming unprocessed data into useful 

patterns [6]. This refers to a critical stage in machine learning since the amount and quality of meaningful 

information that can be obtained from the input directly influence the model’s ability for learning. Features are 

selected for further processing after the pre-processing of the data is completed [7]. Generally speaking, feature 

engineering is essential for building the foundation for classifiers. In order to create successful predictive 

frameworks, the primary goal of this step is to decrease the number of features that are fed into a classifier [8]. 

A crucial step in machine learning is validating the prediction model.  

The leave-one-subject-out (LOSO) cross validation technique is well recognized. This validation 

technique divides the remaining individuals into groups for model training and uses one instance as test data. 

In order for a person to be classified as normal, heart disease must be predicted of the target person [9].  

In machine learning, heart disease prediction can be viewed as a classification or clustering problem.  

The obtained features are grouped in the fourth stage of prediction. A data mining task requires classification, 

which is of utmost importance. Separate classes and features must be created from the abstracted data.  

The type of partitioning depends on the size and content of the index [10]. In order to improve prediction 

accuracy for hidden specific objects in data class, classification aims to identify and classify the class.  

The prediction for each class model is not achieved until the data class objects are separated for each class 

framework. 

Several performance indicators are utilized to assess the performance of classifiers during the 

evaluation stage [11]. The confusion matrix is employed to compute these indicators. Various performance 

indicators such as accuracy, sensitivity, specificity, recall, F1-score, Matthew correlation-coefficient (MCC), 

AUC-score, and receiver operating characteristics (ROC) curve are included [12]. For the purpose of predicting 

heart disease, the predictive framework is developed using traditional, statistical, and machine learning 

algorithms. The support vector machine (SVM) is a linear classifier that has the widest gap in the feature space 

and is used for binary classification [13]. It uses interval maximization as a learning strategy, which may serve 

as a regularized loss function minimization issue as well as a convex quadratic problem to solve. The separation 

hyperplane must be solved with the widest geometric interval possible in order for SVM to successfully split 

the training set of data [14]. 

The hyperplane that has the greatest geometric distance between its points of separation is identified, 

even if there are an infinite number of them for the linearly separable data set. A reliable technique for 

identifying the data is K-nearest neighbors (K-NN) [15]. This algorithm makes the assumption that similar 

objects are nearby and may be found by looking at their K-NN. The training examples are the space vectors 

with multidimensional elements and their class labels. The K-NN algorithm is trained using testing sample 

feature vectors and class labels [16]. In the categorization process, k is used to define a user-defined constant. 

In order to identify an unlabelled vector, a label is applied to the well-known sample out of k samples. The k 

is chosen by the dataset. The impact of noise may generally be reduced by classifying the data and introducing 

less defined class borders with higher k values. Due to majority or average voting, the maximizing k reveals 

the prediction accuracy [17]. This algorithm is simple to construct and is considered to be least complex. 
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Currently, the decision tree algorithm is widely used and relies on the concept of information entropy. 

The idea is to create and prune trees until you find the best feature. To construct the decision tree incrementally, 

the information gain for each node is utilized in the selection process [18]. At the outset, the information gain 

for all potential features is calculated, commencing from the root node. The feature that exhibits the maximum 

information gain is subsequently preferred as the node feature. In the event that none of the features meet the 

selection criteria and the information gain for all features is exceedingly low, the final decision tree model may 

be formed [19]. 

The categorization of the unknown test data by the created decision tree is frequently not as accurate 

as the classification of the training data, which causes an over fitting phenomena. As a result, it is important to 

process paper cuts and simplify the decision tree that was formed. In order to simplify the classification tree 

model and minimize the overall loss function of the decision tree, certain subtrees are pruned or removed from 

the constructed tree, and the root node is considered as a fresh leaf node [20]. This method helps to improve 

the comprehensibility of the decision tree and optimize its efficiency. 

 

 

2. RELATED WORK 

Mienye et al. [21] recommended a two-fold method for predicting the coronary disease in efficient 

way. First of all, an unsupervised neural network algorithm called an enhanced sparse autoencoder (SAE) 

algorithm was adopted for learning the effective illustration of the data used to train the system. The health 

state of the learned information was predicted in the following phase using an artificial neural network (ANN). 

The major emphasize was on optimizing the initial model for training an effectual system. According to the 

simulation result, the recommended method was applicable for improving the efficacy of second algorithm and 

its robustness was proved over the traditional methods. 

Yang et al. [22] suggested a predictive framework known as HY_OptGBM for predicting the coronary 

disease for which the optimized light gradient boosting machine (LightGBM) algorithm was implemented. 

This algorithm was optimized after adjusting its hyper-parameters. Moreover, these hyper-parameters assisted 

in enhancing the loss function (LF) and training the suggested framework. Framingham dataset was executed 

for simulating the suggested framework with regard to accuracy and area under curve. The suggested 

framework attained area under curve around 0.978 as compared to the traditional methods. This framework 

was useful for predicting the coronary disease at initial stage and alleviating the costs related to the medical 

cure of patients of heart disorders. 

Ashri et al. [23] focused on selecting the optimal attributes for maximizing the accuracy of predicting 

the coronary disorder. An fuzzy system (FS) model was introduced on the basis of genetic algorithm (GA) and 

random forest (RF), for enhancing the accuracy of classifying the coronary diseases, and determining the 

optimal attributes for predicting the heart-disease. Cleveland dataset executed to simulate the introduced 

algorithm with regard to different parameters such as specificity, sensitivity, and AUC. The experimental 

outcomes revealed the efficiency of the introduced algorithm concerning accuracy of 95.6% for predicting the 

coronary disorders. Additionally, the supremacy of this algorithm was proved against the existing techniques. 

Pan et al. [24] projected enhanced deep learning convolutional neural network (EDCNN) model in 

order to assist and maximize the efficacy for predicting the heart disease. This algorithm considered a deeper 

model for covering multi-layer perceptron (MLP) algorithm with reinforcement learning (RL) methods. The 

effectiveness of the projected algorithm was affected by mitigating the attributes concerning processing time, 

and the testing was performed for analyzing the accuracy. Internet of medical things platform (IoMT) was 

utilized to implement the projected algorithm for decision support systems (DSSs) so that the doctors were 

assisted in effectively diagnosing heart disorder in cloud platforms. This algorithm was efficient for 

determining the risk level of coronary infection. The outcomes indicated that the projected algorithm offered a 

precision around 99.1%. 

Ozcan and Peker [25] established a supervised machine learning technique called classification and 

regression tree (CART) model with the objective of predicting the coronary disorder, and extracting the 

decision rules (DRs) so that the associations amid input and output variables were specified [25]. Moreover, 

the results helped in ranking the attributes related to coronary disease. The accuracy of the established 

technique was measured 87%. The extracted DRs were capable of simplifying the use of clinical diagnosis 

without any requirement of additional information. The established technique was robust for supporting the 

doctors to diagnose and cure the heart diseases. Moreover, this technique was cost-effective and consumed 

least time. 

Rahim et al. [26] developed a machine learning based CVD diagnosis (MaLCaDD) model to predict 

CVD at higher precision. The fundamental gaol of this model was of tackling the missing values with the help 

of mean replacement (MR) method, and SMOTE was implemented for tackling the data imbalance. After that, 

the feature importance method was adopted to select the attributes. In the end, an ensemble of LR and K-NN 

algorithm was suggested for predicting the heart disease at superior accuracy. Framingham, heart disease and 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 33, No. 1, January 2024: 389-397 

392 

cleveland datasets executed to compute the designed algorithm. Based on experiments, the designed algorithm 

offered an accuracy of 99.1% on first dataset, 98.0% on second and 95.5% on last dataset. 

Mohapatra et al. [27] designed a predictive method for predicting the heart disorder depending upon 

the stacking of numerous classification algorithms in 2 levels: base level and meta level [27]. The promising 

result was generated by integrating diverse heterogeneous learners. This method focused on normalizing the 

data for ensuring the distribution of data as even and available on same scale. The designed method attained 

an accuracy around 0.92, precision of 0.926, sensitivity around 0.926, and specificity around 0.91.  

The designed method provided the benefits to integrate the weak learners and deploy their heterogeneity for 

enhancing the predictive results. 

Shrivastava et al. [28] investigated a hybrid framework on the basis of deep learning (DL) approaches 

for predicting an individual as infected or normal via CNN-Bi-LSTM. Cleveland dataset was considered to 

tackle the issue related to redundant data and imbalanced data. For this, the techniques used to process the data 

were employed. An extra tree classification algorithm was developed to select the attributes and classify the 

coronary disease. The investigated framework performed well with regard to accuracy, precision, recall and 

F1-score. The findings exhibited that the investigated framework offered 96.66% accuracy as compared to the 

traditional methods. 

 

2.1.  Research gap 

Heart disease is a significant global health issue, leading to high morbidity, mortality, and healthcare 

costs. Despite extensive research on heart disease, there are still several research gaps that need to be addressed. 

This section will discuss various research gaps that have been concluded viewing the existing literature 

mentioned above in section 2. Follwing are the existing research gaps of heart disease prediction work: 

− The research gap in these studies collectively lies in the absence of comprehensive comparisons with 

existing methods and a lack of investigation into the model’s robustness across diverse patient populations, 

hindering a complete understanding of their real-world effectiveness and potential limitations [21], [24]. 

− The combined research gap in these studies encompasses the need for further exploration into the 

generalization and applicability of the proposed predictive models across diverse datasets and patient 

populations. Additionally, a comparative analysis with other advanced predictive frameworks is lacking, 

limiting a comprehensive understanding of their relative performance and potential advantages in real-

world clinical scenarios [22], [26]. 

− There is the absence of a comprehensive assessment of the proposed methods’ performance across a wider 

range of diverse datasets and their adaptability to varying clinical contexts. Furthermore, the studies lack 

an exploration of potential limitations or challenges that could arise when applying these models to real-

world scenarios, hindering a complete understanding of their practical effectiveness and broader utility in 

clinical decision-making [23], [27]. 

− The research gaps include the necessity for broader validation of the proposed models on diverse datasets 

and populations, along with comparative assessments against advanced techniques. Addressing potential 

limitations and biases is crucial for ensuring robustness and reliability in real-world healthcare  

contexts [25], [28]. 

 

 

3. RESEARCH METHOD 

As DL has evolved over time, it has become increasingly capable of handling more complex tasks 

and improving accuracy in image classification [29]. The proposed study designed a framework based on DL 

to predict the heart disorder. The designed model framework will predict heart disease with high accuracy as 

compared to existing DL models. The phases of the proposed model are explained below: 

 

3.1.  Dataset input and pre-processing 

UCI repository is considered to gather the data in a dataset and the pre-processing phase is executed 

to eliminate the missing, unsuitable values from the dataset. There are 76 characteristics in this database.  

The database relates to the patient’s existence of cardiac disease. It has an integer value ranging from 0  

(no presence) to 4. Experiments with the Cleveland database have mostly focused on trying to discern between 

presence (values 1, 2, 3, and 4) and absence (value 0). 

 

3.2.  Feature reduction 

This stage makes the implementation of principal component analysis (PCA) model for mitigating the 

attributes. This statistical model tries to provide the uncorrelated variables by transforming the set of 

interconnected elements into a collection of linearly discrete subsets according to a transformation. Orthogonal 

linear transformation is a synonym for this algorithm, which is used to project the main dataset to a different 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Hybrid model of convolutional neural network and long short term … (Shubham Gupta) 

393 

projecting system. Moreover, the end objective is also considered which employs the largest variance 

containing a projection of the 1st element. Furthermore, a projection of the 2nd coordinate is comprised in the 

2nd largest variance. It implies that it is placed vertically against the 1st element. Generally, this algorithm helps 

in performing LT represented with 𝑧 = 𝑊𝑘
𝑇𝑥 and 𝑥 ∈  𝑅𝑑, and 𝑟 < 𝑑, to increase the variance of the data in 

the projected space. 𝑋 = {𝑥1, 𝑥2, … … . . , 𝑥𝑖}, 𝑥𝑖 ∈  𝑅𝑑, 𝑧 ∈  𝑅𝑟and 𝑟 < 𝑑 is useful for illustrating the data 

matrix, and a set of p-dimensional vectors of weights 𝑊 = {𝑤1 , 𝑤2, … … . . , 𝑤𝑝}, 𝑤𝑝 ∈  𝑅𝑘  is considered to 

define the entire process for matching every 𝑥𝑖 vector of X to a; 

 

𝑡𝑘(𝑖) = 𝑊|(𝑖) 𝑇𝑥𝑖 (1) 
 

the variance is increased after observing the condition primary with weight W1 as: 

 

𝑊𝑖 = arg 𝑚𝑎𝑥|𝑤| = {∑ (𝑥𝑖. 𝑊)2
𝑖 } (2) 

 

this condition is enlarged as (3). 

 

𝑊𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥||𝑤||=1  {||𝑥. 𝑤||
2

} = 𝑎𝑟𝑔𝑚𝑎𝑥||𝑤||=1{𝑊𝑇 𝑋𝑇 𝑋𝑊} (3) 

 

An analysis is performed on the symmetric grid defined with the 𝑋𝑇𝑋 successfully, subsequent to 

attain the largest eigenvalue of the matrix and W denotes the related eigenvector. The 𝑊1 is provided prior to 

project the primary data matrix X onto the 𝑊1 within the space of transformation to infer the initial principal 

element. The newly obtained elements are mitigated to offer further segments along these lines. 

 

3.3.  Classification 

This stage implements a hybrid DL framework which is combination of LSTM and CNN. A CNN is 

a vast network that replicates and comprehends stimuli in a manner similar to how the brain's visual cortex 

functions. It is also a deep neural network with numerous hidden layers. The neural network is often used for 

multiclass categorization in CNN’s output layer. Instead of doing it by hand, CNN utilises a feature extractor 

in the training phase. The feature extractor used by CNN is made up of unique neural network types, the weights 

of which are determined during training. When CNN’s neural network feature extraction is more in-depth (has 

more layers), it improves picture identification, but at the expense of the learning process complexity that had 

previously rendered CNN ineffective and unappreciated. CNN helps in extracting the attributes of the input 

images, though a different neural network categorises features. The input image is employed as an initial point 

in this algorithm. The retrieved feature signals are deployed to classify the disease. For categorization, this 

process used a Bi-directional model. The forward LSTM and Backward LSTM of Bi-LSTM are coupled by 

Softmax regression layer. Due to the normal LSTM network’s lack of future context information and inability 

to learn all the sequences, the prediction effect is lost when dealing with time series. The process of predicting 

heart disease of the proposed model is demonstrated Figure 2. First of all, the images of heart diseases are 

utilized as input in the proposed model and are pre-processed for removing the missing values. After that, the 

PCA algorithm is implemented for mitigating the features. The data is split into two sets: training and testing. 

In initial set, the CNN model is implemented to extract the features and Bi-directional model is deployed later 

on. Thereafter, the training system is created. In latter set, the training model is developed directly. Afterward, 

the testing data is predicted. At last, diverse metrics, such as accuracy, precision and recall are employed for 

computing the performance. Hence, the results are obtained. 

The presented algorithm involves the creation and training of a neural network model with specific 

architecture and parameters. The dataset is split into a training set (80%) and a test set (20%). The neural 

network has an input layer with 13 nodes and a rectified linear unit (ReLU) activation function, a hidden layer 

with 4 nodes and ReLU activation, and an output layer with 1 node and a sigmoid activation function.  

The learning rate is set to 0.001, utilizing binary crossentropy as the loss function and the Adam optimizer. 

Training is performed over 100 epochs with a batch size of 10. The results obtained from this binary model, 

such as accuracy and loss metrics, would provide insights into the model's performance on the given dataset. 

 

Algorithm 1. Heart disease prediction 
1 Begin 

2   Splitting the given dataset into training and test 

 

3   Training set size and test size is configuring as 0.8 and 02 

4   Model Creation 

5   In the model input layer consists of 13 nodes and activation function 

as’relu’ 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 33, No. 1, January 2024: 389-397 

394 

 

6   Hidden Layer with 4 nodes and with activation function as ‘relu’ 

 

7   Output layer with 1 node with activation function as ‘sigmoid’ 

8   Learning Rate = 0.001 

 

9   Loss = binary_crossentropy and optimizer=’adam’ 

10   Training is done for 100 epochs and batch size=10 

11   The result for binary model is obtained is below 

12 end  

 

 

 
 

Figure 2. Proposed model 

 

 

4. RESULTS AND DISCUSSION 

A dataset named Cleveland, consisting of 14 features, has been employed for this study to forecast 

CVD. Various algorithms are employed and compared to predict cardiac disorders. Additionally, a deep 

learning model is suggested for CAD prediction and compared to existing deep neural networks such as CNN 

and LSTM. Figure 3 depicting the result of proposed work in which Figure 3(a) indicates the evaluation of the 

training accuracy of the hybrid model. The testing and validation results are analysed. It is indicated that the 

suggested model offered the training accuracy up to 98%. The training accuracy is shown with the validation 

accuracy of the developed system, Figure 3(b) illustrates the computation of the loss trend of the hybrid deep 

learning model. The testing and validating results are analysed. It is depicted that the suggested model has 

achieved an approximate 3% loss in predicting heart disease in testing and validation cases,  

Figure 3(c) represents precision and recall curve of the proposed model for heart disease prediction. The x axis 

represents recall value and y axis represents precision value. The recall value is found 0.97 and the precision 
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value is found 0.97 while predicting heart disease and Figure 3(d), the effectiveness of hybrid deep learning 

model evaluated against CNN and LSTM. The hybrid deep learning model achieves accuracy of 97% which 

8% high as compared to CNN model. The precision and recall values of the hybrid deep learning model is also 

high as compared to CNN, LSTM models. 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 
(d) 

 

Figure 3. Depicting the results of our proposed research work in which; (a) shows the training model 

accuracy, (b) shows the result of model loss, (c) provides the ROC curve, and (d) analysing the performance 

on the basis of accuracy, precision, recall 

 

 

Table 1 depicts the classification-based analysis of suggested model. The data is classified into 2 

classes: 1 and 0. Precision, recall, F1-score and support, metrics are employed. The suggested model yielded 

precision of 0.97 and 0.96, recall of 0.96 and 0.97, F1-score of 0.95 and 0.96, and support of 35 and 26 for both 

classes respectively. 

Table 2 depicts the comparison of the CNN, LSTM and suggested hybrid model for analysing the 

performance. For this, different metrics, such as accuracy, precision and recall are considered. It is analysed 

that the suggested model yielded an accuracy of 97.78%, recall of 97% and precision of 97%, which are found 

higher in contrast to other models. 

Figure 4 displays the hybrid model’s ROC curve while predicting the heart disease. This curve is 

drawn between false positive rate and true positive rate. The value of true positive rate is raised to 0.83 for the 

heart disease prediction. 

 

 

Table 1. Classification based analysis of proposed model 
Class Precision Recall F1-score Support 

1 0.97 0.96 0.95 35 

0 0.96 0.97 0.96 26 
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Table 2. Performance analysis 
Model Accuracy Precision Recall 

CNN 89.91% 89% 89% 

LSTM 76.16% 76% 76% 

Hybrid model 97.78% 97% 97% 

 

 

 
 

Figure 4. ROC curve 

 

 

5. CONCLUSION 

Heart diseases encompass various disorders that affect the heart, including the coronary arteries and 

the circulatory system. The CDC has reported that heart disease is a primary cause of mortality in developed 

nations. Coronary disease, in particular, has been responsible for a significant number of deaths in the US.  

It can lead to various diseases that affect various segments of the heart and its functioning. This research 

represents that the complex issue is related to predicting the coronary disorder because of the occurrence of 

great volume of attributes. The CNN and LSTM models is implemented previously for the prognosis of heart 

diseases. The hybrid deep learning model is suggested which is the combination of CNN and LSTM.  

This model achieves accuracy of 97% which is 8% higher than other deep learning models. In future transfer 

learning models can be applied with hybrid model for the heart disease prediction. 
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