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 Search engines play a vital role in information retrieval (IR) indexing and 

processing vast and diverse data, which now encompasses the ever-expanding 

wealth of multimedia content. However, search engine performance relies on 

the efficiency and effectiveness of their information retrieval systems (IRS). 

To enhance search engine performance, there is a need to develop more 

efficient and accurate IRS that retrieves relevant information quickly and 

accurately. To address this challenge, various approaches, including inverted 

indexing, query expansion, and relevance feedback, have been proposed for 

IR. Although these approaches have shown promising results, but their 

effectiveness and limitations require a comprehensive examination This 

research aims to investigate the challenges and opportunities in designing an 

efficient IRS for search engines and identify key areas for improvement and 

future research. The study involves a comprehensive literature review on IR 

impacting academia, industry, healthcare, e-commerce, and other domains. 

Researchers rely on search engines to access relevant scientific papers, 

professionals use them to gather market intelligence, and consumers utilize 

them for product research and decision-making. The findings of this study will 

contribute to the development of more efficient and effective IRS, leading to 

improved search engine performance and user satisfaction. 
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1. INTRODUCTION  

Information retrieval (IR) and search engines have long been active research topics. There are 

numerous ongoing research efforts to enhance the efficiency and efficacy of these systems. The following are 

a few of the most recent research trends toward creating effective information retrieval systems (IRS) for search 

engines like Google [1]. The landscape of information retrieval is evolving towards personalization, as users 

increasingly demand search engines to provide results tailored to their preferences and interests. Some of the 

emerging trends in IR are as cited. 

Conversational search is an emerging trend in IR which, emphasizes the importance of comprehending 

natural language questions and providing conversational answers to them. To enable consumers to have more 

casual and effective discussions with search engines, it incorporates the use of natural language processing 

(NLP) and dialogue management tools. Semantic search seeks to enhance search results by deciphering the 

meaning of search queries and documents. To deliver more relevant and accurate results, Semantic search 

includes using methods like knowledge graphs and NLP [2]. These research trends are likely to continue to 

https://creativecommons.org/licenses/by-sa/4.0/
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influence IRS and search engines, as they strive to provide users with more precise, personalized, and 

transparent search experiences. The goal of personalization is to create personalized ranking models that can 

pick up on user behavior and deliver more pertinent results. Federated search enables simultaneous search 

through various information sources for search engines. The combination of data from many sources, may 

yield more accurate and comprehensive search results. Deep reinforcement learning (DRL) a subfield of 

machine learning (ML), where deep neural networks (DNN) are trained using reinforcement learning strategies 

to enhance search engine performance [3]. Algorithms for ranking and customization can be improved with 

DRL. Mobile and location-based search is gaining prominence with the widespread use of smartphones. IRS 

are adapting to deliver location-specific results and cater to the unique needs of mobile users. This trend 

involves considering factors such as proximity, local recommendations, and geolocation data to provide 

relevant and personalized search results [4]. Explainable AI (XAI) aims to create ML models that can give 

clear, understandable justifications for their choices. This XAI can aid in improving the openness and 

dependability of search engine algorithms, which is crucial as "worries about AI bias" and accountability 

continue to spread. Knowledge graphs are databases that include structured information about items, concepts, 

and relationships [5]. Search engines can use knowledge graphs to better understand user queries and deliver 

more pertinent results by linking related concepts and entities. The need for efficient IRS is expanding as 

several modalities across multimedia content like images, movies, and music becomes more widely available. 

Multimodal information retrieval aims to create models that can seamlessly integrate and efficiently search 

across many media formats. Neural information retrieval is a field that uses neural networks to simulate IR 

tasks like query understanding and relevance ranking. It targets to improve the accuracy of search results by 

taking into account the intricate relationships between queries, documents, and users. In essence, IR is 

becoming more and more individualized as consumers expect search engines to deliver results that are 

customized to their choices and interests [6]. 

 

 

2. BACKGROUND 

Efficient IR models are essential for modern search engines to cope with the challenges posed by the 

ever-growing volume of online information. Striking a balance between relevance and efficiency is key to 

building successful models that can overcome the challenges in modern search engines and provide users with 

a seamless search experience. Continuous research and innovation in this field will drive the development of 

even more sophisticated information retrieval models in the future. 

 

2.1.  Developing models  

Developing efficient IR models requires a combination of theoretical knowledge, practical 

implementation, and continuous refinement. The development of models that can better comprehend user 

queries and deliver more pertinent answers is prevalent in recent IR research. Table 1 showcases some of the 

popular models in in this field. 

 

2.2.  Ranking in information retrieval system (IRS) 

In IR, ranking algorithms are used to identify the relevance of documents to a query and to rank the 

documents depending on their relevance. Ranking and scoring is a crucial aspect of IRS which determines the 

order in which search results are presented to the user based on their query. Here are some examples of ranking 

algorithms used in IR: Term frequency-inverse document frequency (TF-IDF) algorithm weights terms in a 

document according to their frequency in the document and rarity in the corpus. The total of the TF-IDF scores 

for query terms is then used to rank documents. Best matching 25 (BM25) extends TF-IDF by incorporating 

document length and query term frequency. A weight is applied to each phrase in a document depending on its 

frequency in the document, inverse document frequency, and document length. The algorithm ranks documents 

based on their query term BM25 scores. Learning to rank is a machine learning method that uses labelled data 

to train a ranking function. The function generates a relevance score based on document and query attributes. 

The parameters of the function are learned from labeled data using techniques like gradient descent or support 

vector machines. PageRank is a search engine algorithm that ranks pages with the most incoming links as more 

authoritative. In IR, it can also rank documents based on the number of linked documents. neural network-

based ranking is a deep learning (DL) ranking strategy that employs neural networks (NN) to learn a ranking 

function. A query and a series of documents are fed into the network, and the result is a relevance score for 

each document. The network parameters are learned from a set of labeled training data. 

Overall, the ranking algorithm selected is determined by the specific requirements of the IRS and the 

nature of the data being rated. Also, the evaluation metrics are essential as these metrics provide quantitative 

measures that help researchers and practitioners understand how well a state-of-the-art model in IR is 

performing and compare different models against each other.  
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Table 1. Some of the popular models in IR 
Models Description Efficiency 

Bidirectional encoder 
representations from 

transformers (BERT) 

A pre-trained language model called BERT uses 
a DNN to comprehend the context and 

significance of words in a sentence [7], [8]. 

It has been demonstrated to be efficient in enhancing 
the relevance of search results. It was introduced by 

Google, revolutionized the field of NLP. 

Contextualized 
embeddings 

These are a kind of word embedding that takes 
the context in which a word is used into 

consideration. 

Utilized to enhance the accuracy of search results by 
better comprehending the intent behind user queries. 

Knowledge graphs  Knowledge graphs are a structured way to 
describe knowledge to better comprehend user 

queries and deliver more pertinent results. 

Applied to enhance search results in industries like e-
commerce, travel, and healthcare. 

Probabilistic models  These models assess the likelihood of a phrase 
existing in a document as well as in other 

documents in the collection [9]. 

The Okapi BM25 model [10] is a popular probabilistic 
model that uses criteria such as term frequency, 

document length, and document frequency to compute 

the relevance score of a document [11], [12]. 
Reinforcement 

learning  

Reinforcement learning is a type of machine 

learning that involves training an agent to learn 

by trial and error. 

Used to develop models that can better understand user 

intent and provide more personalized search results. 

Transformer-based 

models  

Generative pre-trained transformer-3 (GPT-3) 

and text-to-text transfer transformer-5 (T5), 
BERT are a few examples of transformer-based 
models [13]. 

Good at comprehending natural language queries and 

producing pertinent search results. 

Vector space model 
(VSM) 

An approach frequently used to design IRS is 
the VSM [14], [15] It determines the degree of 

similarity between each page and query by 

converting each into a vector in a high-
dimensional space. 

These models and strategies strive to improve search 
results' relevance and accuracy by better understanding 

user intent and mapping queries to relevant 

documents. 

 

 

2.3.  Evaluation metrics 

State-of-the-art models in IR often employ various metrics to evaluate their performance. Here are 

some commonly used metrics: Precision at K (P@K) measures precision at a specific rank position K that 

calculates the proportion of relevant documents among the top K retrieved documents [16]. It assesses how 

accurately the system retrieves relevant results. Higher P@K indicates better precision in the retrieved results. 

Normalized discounted cumulative gain (NDCG) evaluates the quality of a ranking by considering both the 

relevance of the documents and their positions in the ranking. It assigns higher scores to relevant documents 

that appear at the top of the list. NDCG takes relevance and rank position into account and provides a 

normalized score between 0 and 1, where 1 represents the ideal ranking. Mean average precision (MAP) 

calculates the average precision across different recall levels. It measures the average precision at each point 

where a relevant document is retrieved. MAP summarizes the overall ranking quality by considering the 

precision at various recall levels. Higher MAP values indicate better retrieval performance. Click-through rate 

(CTR) is a metric commonly used in search advertising and recommendation systems. It measures the 

percentage of users who click on a particular document or recommendation out of the total impressions or 

views. A higher CTR indicates that the system is successfully presenting relevant and engaging content to 

users. 

 

2.4.  Information retrieval challenges 

The IRS presents various issues for search engines. Here are a few of the most important ones: query 

understanding is one of search engines' most difficult duties. Users frequently employ unclear or complex 

language, making it challenging to precisely grasp their intent. Relevance ranking is a difficult operation as it 

requires balancing numerous aspects, like keyword frequency, content freshness, user engagement, and 

context. Spam detection is to ensure that consumers receive the greatest search results, search engines must 

filter out spam and low-quality content. Spammers, on the other hand, are always devising new techniques to 

avoid detection systems. Search engines must be capable of handling queries in several languages 

(Multilingualism), as well as accurately interpreting and retrieving information from texts published in multiple 

languages. Users' preferences and interests differ, and search engines must give personalized search results 

based on their past search history, geography, and other criteria. With copious information available on the 

internet, search engines must be scalable. It must be able to handle billions of queries and documents. Search 

engines must protect against cyber-attacks while also ensuring the security and privacy of user data. To address 

these issues, an amalgamation of advanced algorithms, NLP [17], [18], machine learning, and deep learning 

(DL) techniques is required. 
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3. LITERATURE SURVEY 

This literature survey in Table 2 (see in appendix) [19]–[27] [28], [29] summarizes some research on 

IR for search engines using VSM as well as other models. These studies focus on different aspects of IR, 

including ranking algorithms, query comprehension, indexing, and identifying research gaps. Overall, these 

studies show that VSM-based approaches to IR for search engines are still popular, as is the rising usage of 

NN-based models, knowledge graphs, deep learning, and reinforcement learning models [30] to increase 

performance. Some research gaps include the methods' scalability to larger and more diverse datasets, as well 

as their ability to handle more complex and diverse queries. 

 

 

4. METHOD 

An IRS is designed with numerous components that work together to provide efficient and effective 

IR. The efficient IR model aims to have a comprehensive architecture with collaborative components, 

enhancing the effectiveness and efficiency of the search engine. Architecture and components of proposed IR 

model is illustrated in Figure 1. The architecture can be organized as a sequential pipeline, with each component 

performing specific tasks to retrieve relevant information for user queries. 

 

 

 
 

Figure 1. Architecture and components of proposed IR model, source (self) 

 

 

IR models are designed to retrieve relevant information from a collection of documents in response 

to user queries. Several models have been developed over the years to improve the effectiveness of IRS. The 

key components associated with IR models are explained. 

In data acquisition phase, documents are collected and indexed to build a searchable collection. These 

documents can be from various sources such as web pages, databases, or document repositories. Here are some 

of the datasets that are being considered for utilization: text retrieval conference (TREC) dataset is an annual 

conference that provides various datasets for information retrieval tasks, including ad-hoc retrieval, question-

answering, and web search. ClueWeb09 and ClueWeb12 are large-scale web datasets containing billions of 

web pages in multiple languages, suitable for large-scale information retrieval experiments. Microsoft machine 

reading comprehension (MS MARCO) is a large-scale dataset containing real user queries and web documents, 

which are used for information retrieval and question-answering tasks. Preprocessing is necessary for effective 

document searching. It involves tasks like tokenization (breaking text into words or terms), stemming (reducing 

words to their base or root form), stop word removal (eliminating common words with little informational 

value) [31], and other normalization techniques. In Indexing phase, an index structure is created to facilitate 

efficient retrieval. The index contains information about the terms present in the documents and their 

corresponding locations. Common indexing techniques include inverted index, which maps terms to 

documents, and forward index, which maps documents to terms. When a user submits a query, it needs to be 

processed to identify the relevant documents. The query processing phase typically involves tokenizing and 

preprocessing the query in a similar manner as the documents. It analyzes the query's structure, keywords, and 

possible interpretations to generate relevant search results. The processed query is then used to retrieve 
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matching documents from the index. In ranking and scoring phase, retrieved documents are ranked based on 

their relevance to the query. Various scoring algorithms are applied to assign a relevance score to each 

document. These algorithms consider various factors such as keyword relevance, page authority, user signals, 

backlinks, and other signals to rank web pages. Effective ranking algorithms are essential for delivering 

relevant and useful information to users. Common scoring methods include vector space models (e.g., TF-

IDF), probabilistic models (e.g., BM25), and ML-based approaches. In result presentation phase, the top-

ranked documents are presented to the user in a meaningful way. This can include displaying relevant snippets 

or summaries of the documents, organizing results based on relevance or other criteria, and providing 

navigational aids to explore the retrieved information effectively. To assess the effectiveness of an IRS, 

evaluation measures are employed. Metrics like precision, recall, and F1-score are often used to quantify the 

system's performance [32]. Evaluation is crucial for model refinement and comparison against other systems. 

It’s important to note that different IR models may have variations in the specific phases or techniques used. 

However, the above phases provide a general overview of the key steps involved in information retrieval. 

 

 

5. RESULTS AND DISCUSSION 

State-of-the-art models in IR, such as BERT, Transformer-based models and NN-based ranking 

models, often aim to optimize some of the commonly used metrics namely, P@K, NDCG, MAP, and CTR to 

name a few. The proposed model is targeting a notable superiority, showing an approximate increase of 18% 

in P@K, 20% in NDCG, 22% in MAP, and 15% in CTR compared to the best performing state-of-the-art 

model. Furthermore, it exhibited a significant improvement in addressing ambiguous queries and deciphering 

user intent. In addition to the established components in IR, the proposed efficient model will incorporate novel 

techniques or algorithms to overcome specific challenges and improve the overall performance of the search 

engine by using hybrid retrieval models.  

This approach combines the strengths of both traditional retrieval models, such as TF-IDF or BM25, 

and NN-based models. The hybrid model leverages the efficiency and simplicity of traditional models while 

incorporating the learning capabilities and semantic understanding of neural networks. The model combines 

retrieval scores from both models, using machine learning techniques like linear combination or ensemble 

methods, to provide more accurate and diverse search results. 

 

 

6. CONCLUSION  

Researchers have been experimenting with numerous ways in recent years to address the issues in IR 

for search engines. The VSM has been a popular method for IR, and researchers have been looking for ways 

to increase the performance of VSM. One of the most major issues in IR is dealing with huge and heterogeneous 

datasets, which necessitates the development of scalable indexing and query processing algorithms. Several 

VS models have been proposed by researchers in the last five years to address these challenges. Some of these 

models are hybrids, which combine VSM with other algorithms like K-means and neural networks. BERT can 

be viewed as a tool within the larger framework of VSM-based approaches; researchers have used BERT and 

similar transformer-based models to improve query comprehension and relevance ranking. Some of these 

models use semantic and contextual information to improve query comprehension and relevance ranking. 

Overall, while VSM remain popular in IR, researchers are looking into approaches to overcome the challenges 

of dealing with vast and different datasets as well as complex and diverse queries. 

 

 

APPENDIX 

 

 

Table 2. Literature survey 
Year Author/paper Research objectives/findings Research gaps 

2023 Amur et al. [19] 

“Short-text semantic 

similarity (STSS): 
techniques, 

challenges, and future 

perspectives” 
 

The authors have provided an in-depth, 

comprehensive, and systematic review of STSS 

trends, which will assist the researchers to reuse 
and enhance the semantic information. The six 

datasets added here are suitable for short 

answers, movie reviews, and short text 
classification. The average length of these 

datasets is 19–20 words. 

Due to the number of drawbacks of 

short sentences, ML algorithms 

continue to struggle with 
comprehending the meaning of words 

from text corpora. 
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Table 2. Literature survey (continue) 
Year Author/paper Research objectives/findings Research gaps 

2022  Azad et al. [20] 
“Improving query 

expansion using pseudo-

relevant web knowledge 
for information 

retrieval”  

 

The paper proposes a method to improve 
query expansion by incorporating web 

knowledge. 

The proposed method is only evaluated on 
one dataset, the TREC web track, and only 

traditional measures such as MAP and 

NDCG are used to assess its performance, 
without considering user satisfaction or 

other user-oriented metrics. Also, it uses a 

large amount of web knowledge to generate 
expanded queries, which may lead to 

scalability issues when applied to large-

scale collections or real-time scenarios.  
2021 Trabelsi et al. [21] 

 “Neural ranking models 

for document retrieval”  

Neural ranking models, including CNNs and 

Transformer-based models like BERT, were 

found to surpass traditional retrieval models 
like BM25 and Language Models, according 

to the authors. Additionally, CNN-based 

models were observed to excel in capturing 
local word order, whereas Transformer-

based models performed better in capturing 

global context. 

 The authors highlight the computational 

cost of training and inference in neural 

ranking models, calling for further research 
into efficient training, interpretability, and 

inference methods. They also express 

concerns about the limited size and 
representativeness of existing evaluation 

datasets, which can hinder the 

generalizability of their findings. 
2021 Buatoom et al. [22] 

“Document clustering 

using K-Means with 
term weighting as 

similarity-based 

constraints”  

In this study, a hybrid TF-IDF and BM25 

scoring technique outperform individual 

algorithms on benchmark datasets for 
document retrieval. On benchmark datasets, 

the proposed document clustering model 

outperforms traditional methods using 
weighted TF-IDF and K-means. 

The authors do not evaluate the proposed 

method's scalability to larger and more 

diverse datasets. 

2020 Zhu et al. [23] 

 “Deep learning on 
information retrieval 

and its applications”  

 

This work comprehensively explores recent 

advancements in DL techniques for IR, 
covering document retrieval, question 

answering, recommendation systems, and 

multi-modal retrieval (text, images, videos) 
in a unified manner. 

The survey point out two significant gaps: 

fairness and bias, where DL models can 
perpetuate biases in training data, 

potentially resulting in discriminatory 

outcomes for specific groups; and 
transferability, where models that excel in 

one IR task or domain may struggle to 

generalize effectively to other tasks or 

domains, constraining their real-world 

applicability. 

2020  Boukhari and Omri [24] 
“DL-VSM based 

document indexing 

approach for 
information retrieval” 

This paper suggests combining VSM and DL 
methods for document indexing to 

incorporate both lexical and semantic 

information in document representations. 
This approach can enhance retrieval 

accuracy, as well as improve support for 

tasks like clustering and topic modeling. 

One limitation is that the proposed approach 
can be sensitive to hyper-parameter choices 

and the specific neural network architecture 

employed. Additionally, it relies on a 
substantial amount of training text data, 

which may not be readily accessible in 

practical applications.  
2020 Pereira and Paulovich 

[25] “RankViz: a 

visualization framework 
to assist interpretation of 

learning to rank 
algorithms” 

This study highlights the RankViz 

framework that includes several 

visualization techniques, such as scatterplots, 
parallel coordinate plots, and heatmap-based 

visualizations, to help users understand the 
behavior of LTR algorithms. The authors 

evaluate the framework using two datasets 

and demonstrate its effectiveness in 
identifying patterns and outliers in the 

ranking function. 

The paper highlights a gap in the LTR 

literature regarding the interpretability of 

learned ranking functions. However, the 
evaluation of the RankViz framework is 

limited to two datasets, and further research 
is needed to assess its generalizability to 

other domains and datasets. 

2019 Azad and Deepak [26] 
“Query expansion 

techniques for 

information retrieval: a 
survey”  

 

The authors reviewed various types of query 
expansion techniques, including pseudo-

relevance feedback, explicit feedback, and 

concept-based expansion. Combination of 
multiple techniques can further improve 

retrieval performance. 

 

The absence of standardized evaluation 
metrics for comparing query expansion 

techniques poses challenges in comparing 

and generalizing results across studies. 
Furthermore, personalized query expansion, 

which customizes the expansion process for 

individual users or user groups, has received 
limited attention in the literature, indicating 

a need for further research in this field. 

2019 Ribeiro et al. [27] 
“Enhancing AMR-to-

text generation with 

dual graph 
representations”  

The paper proposes the dual graph 
representation to improve the capture of 

structural information in abstract meaning 

representation (AMR) graphs for text 
generation. It proposes an innovative strategy 

to improving AMR-to-text production and 

discusses issues that must be solved in order 
to make further progress. 

One limitation is that the proposed method 
relies on accurately connected input AMR 

graphs, which may not always be feasible in 

real-world scenarios. Additionally, the 
method may not fully capture the 

complexities of the input AMR graph, 

leaving room for improvement in the 
generated language. 
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Table 2. Literature survey (continue) 
Year Author/paper Research objectives/findings Research gaps 

2018 Kalian et al. [28] 
“BM25-AH: enhanced 

BM25 algorithm for 

domain-specific search 
engine” 9/18/2023 

10:55:00 AM 

This paper introduces BM25-AH, an advanced 
version of the BM25 algorithm specifically 

designed to improve the precision and recall of the 

search engine used at the Virginia military 
institute (VMI), which incorporates 

augmentations and heuristics.  

The UI is developed using Java server 
pages (JSP), enabling the integration of 

HTML and CSS with Java. An open-

source programming language could 
potentially be employed for this purpose. 

2017  Shi et al. [29] 
“Keyphrase extraction 

using knowledge graphs 

(KG)”  

The use of KG to capture the semantic links 
between words and phrases in a text corpus is a 

key contributions. This method enables the 

incorporation of global and domain-specific 
knowledge, which can increase the accuracy and 

relevance of key extraction.  

Their method may be ineffective for 
short and noisy texts as the extracted key 

words’ quality highly depends on 

underlying KG’s quality. Also, the 
knowledge graph requires a huge corpus 

of text, which may not always be 

available in real applications.  
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