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 Healthcare fraud has become a common encounter in the healthcare finance 

industry. The financial security of healthcare payers and providers is seriously 

impacted by healthcare fraud. When incorrect or exaggerated medical services 

are invoiced for reimbursement, fraudulent healthcare claims result. The 

effective operation of the healthcare system depends on the detection of such 

fraudulent actions. This paper develops a healthcare claim fraud detection 

method based on ensemble learning. Stack ensemble learning algorithm 

performance is compared to that of methods such as multi-layer perceptron 

(MLP) classifier, support vector classifier (SVC), logistic regression (LR), 

and decision tree (DT) algorithm. Because of the healthcare data imbalance, 

the normal transaction is significantly higher than the fraudulent transaction. 

The machine learning (ML) algorithm performs poorly because imbalanced 

data causes it to be biased toward the majority class. As a result, the data is 

unsampled using the synthetic minority oversampling technique (SMOTE) 

technique to provide balanced data. The experimental results show that for the 

identification of healthcare claim fraud, the ensemble learning strategy greatly 

outperforms single learning algorithms. The stack ensemble learning 

outperforms all the area under the curve for the receiver-operating characteristic 

(AUC ROC) curves from various algorithms, and the AUC-ROC curve is 

determined to be producing results that are adequate for all approaches. 
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1. INTRODUCTION  

Healthcare insurance providers’ and policyholders' capacity to maintain a healthy financial position is 

seriously impacted by healthcare fraud. When misleading or inflated medical services are billed for 

reimbursement, healthcare claims are fraudulent. The effective operation of the healthcare system depends on the 

detection of such fraudulent actions. However, because of the volume and complexity of the data involved, 

identifying healthcare fraud is a difficult undertaking. Traditional fraud detection techniques, such as rule-based 

algorithms and outlier identification, are ineffective in correctly identifying fraudulent claims. To address this 

issue, machine learning (ML)-based approaches have been proposed to detect healthcare fraud. These approaches 

use algorithms to learn patterns from the data and predict the likelihood of a claim being fraudulent. However, 

using a single learning algorithm may not provide accurate results due to the complexity and diversity of the data. 

https://creativecommons.org/licenses/by-sa/4.0/
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Traditional methods of fraud detection are often inadequate, as they rely on rule-based systems that 

are unable to adapt to new forms of fraud. Instead, ML algorithms like deep learning algorithms, capable of 

analyzing large amounts of data and identifying complex patterns that may indicate fraudulent activity is 

implemented [1]. Convolutional neural network (CNN) is used as the deep learning method for medical fraud 

detection in the classification solution developed. A real-world healthcare claim dataset is applied on the trained 

model and observed that the accuracy performance is high for the deep learning method employed. The 

sequence of events is subjected to sequence mining algorithms to find recurring patterns of transactions that 

might point to fraud in healthcare claims [2]. The findings demonstrated that in terms of detection accuracy, 

precision, and recall, the suggested architecture performed better than both the conventional rule-based 

approach and the ML-based approach. On the health dataset, the Apriori method is used to extract association 

rules from the data. A behavior model that can be used to identify abnormal behavior was built using the rules 

that emerged from the experiment. The behavior model was evaluated using a dataset of 2,000 patient records, 

and it was 91.5% accurate at detecting abnormal behavior [3]. To find anomalous behavior in patient data, 

manifold learning, and outlier detection algorithms are developed. To find outliers in the data, local outlier 

factor (LOF) technique is used. The ensuing outliers were considered to be a sign of fraudulent activity [4]. 

The suggested method analyses insurance claim data and spots possible fraudulent claims by combining rule-

based and machine-learning techniques. The results show that the unique method of using natural language 

processing to extract clinical concepts is effective [5]. In many real-world applications, imbalanced datasets 

are widespread, where the proportion of instances in one class is much higher than the other (s). Due to their 

propensity to be biased in favor of the majority class, ML models can perform poorly in the presence of this 

imbalance due to their low classification accuracy for the minority class. Thus, resampling methods are used 

to obtain the balance between both the higher and lower instances [6]. The unbalanced dataset was initially 

preprocessed before training individual classifiers using a conventional classification methodology. The 

difficulty of classifying each sample was then determined using a distance-based measure, and weights were 

given to each classifier depending on how well they performed on the challenging examples. Without 

compromising performance on the sample data, the resulting ensemble model was able to increase 

classification performance on the challenging examples [7]. 

The relevant features were extracted using a feature extraction technique after the dataset had been 

preprocessed. They then trained an ensemble of classifiers using various classification algorithms, such as 

support vector machines (SVM), decision trees (DTs), and random forests (RFs), in order to balance the class 

distribution. While retaining the performance on the majority classes, the resulting ensemble model was able 

to increase classification performance for the minority classes [8]. Prior to using a deep learning neural network 

to extract the pertinent features, the data is preprocessed. They then used several methods, including DTs, RFs, 

and SVM, to train a number of models. To increase the precision of the predictions, the generated models were 

subsequently integrated using a stacking ensemble learning approach [9]. Overall, employing deep learning 

neural networks and stacking ensemble learning, the paper proposes an intriguing method for forecasting the 

CSI 300 index. The results show the usefulness of a novel strategy that uses numerous models and a stacking 

ensemble approach [9]. Soil moisture data is gathered from several sources and then trained support vector 

regression, RF regression, and gradient-boosting regression models using this data. Using a stacked 

generalization strategy, which entails training a meta-model on the predictions of the basic models, they then 

merged the predictions of these models. The final soil moisture forecasts are then based on the developed meta-

model [10]. Discussion is held regarding the synthetic minority oversampling technique (SMOTE) technique 

and its variants, such as borderline-SMOTE, safe-level SMOTE, and adaptive synthetic sampling (ADASYN). 

SMOTE's drawbacks and suggestion for a number of ways to enhance it is discussed. These include integrating 

SMOTE with other approaches, modifying SMOTE's parameters, and employing other data creation  

techniques [11]. To overcome the issue of unbalanced sentiment analysis, SMOTE is used. The effectiveness of 

various feature representation techniques, such as bag-of-words, n-grams, and word embeddings, in conjunction 

with various classification algorithms, such as Naive Bayes, DTs, and SVM, with and without the use of 

SMOTE, is compared [12]. 

Evaluation of the performance of different SMOTE algorithm variants, such as Borderline-SMOTE, 

safe-level SMOTE, and SVM-SMOTE, with other oversampling techniques, such as random oversampling and 

SMOTE-adaptive is discussed. The effectiveness of these methods using a variety of classifiers, such as SVM, 

DTs, and RF is discussed [13]. Instead of randomly choosing neighbors from the full dataset like in the original 

SMOTE algorithm, the algorithm in [14] separates the minority class samples into several clusters and 

generates synthetic samples based on the nearest neighbors within the same cluster. The algorithm is called the 

cluster-SMOTE. A variety of classifiers, such as DTs, K-nearest neighbor (K-NN), and SVM, to compare the 

performance of the proposed algorithm with the original SMOTE algorithm and other oversampling 

techniques, such as ADASYN and Borderline-SMOTE (SVM) is used [14]. 

For the purpose of locating the minority class samples that require oversampling, Canopy and  

K-means clustering techniques are used. Based on how similar the data points are, the Canopy algorithm 
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divides the dataset into a number of smaller subclusters, and the K-means method is then used in each 

subcluster to discover the minority class samples. Various classifiers, such as DTs, RFs, and SVM, to compare 

the performance of the proposed Canopy-K-means-SMOTE algorithm with that of the original SMOTE 

algorithm and alternative oversampling methods, such as ADASYN and Borderline-SMOTE (SVM) is 

discussed. According to the experimental findings, the suggested approach outperforms the original SMOTE 

algorithm and other oversampling methods in terms of a number of performance metrics, including accuracy, 

precision, recall, and F1-score [15]. Using the SMOTE process, a technique known as DeepSMOTE creates 

synthetic samples by first understanding the underlying distribution of the minority class using a deep learning 

model. It is discussed that using a deep learning model to generate synthetic samples can improve the quality 

of the synthetic samples by capturing the complex relationships between features and the class label [16]. 

Performance of various classifiers with and without the usage of SMOTE, including K-NN, DT (J48), RF, and 

SVM is depicted. The findings demonstrate that SMOTE greatly enhances the performance of all classifiers, 

especially for the minority class [17]. On a number of unbalanced datasets, SMOTE-based techniques are 

compared with a number of other cutting-edge oversampling and undersampling techniques. In order to learn 

more about how variables like dataset size, dimensionality, and class overlap affect classification performance, 

they also conduct data complexity analysis [18]. Using SMOTE and an extreme learning machine (ELM) 

classifier, a strategy for addressing unbalanced datasets is created. In order to oversample the minority class 

and balance the dataset, the suggested method first uses SMOTE. Then, an ELM classifier is trained using the 

oversampled dataset. Using a number of benchmark datasets, the performance evaluation of their suggested 

strategy in comparison to other cutting-edge approaches is carried out [19]. 

The imbalanced dataset problem is addressed using the genetic algorithm (GA) in SMOTE. 

Accordingly, the proposed method is superior to SMOTE without GA and other widely used techniques for 

handling imbalanced data in terms of F-measure, G-mean, and area under the curve (AUC) is discussed. The 

study also examines the suggested method's computational cost and demonstrates that it is comparable to 

existing methods [20]. The original SMOTE algorithm by generating synthetic instances for the minority class 

continuously, which allows it to adapt to changes in the data distribution over time is adapted. Performance 

assessment of C-performance SMOTEs on various benchmark datasets are compared to a number of other 

oversampling techniques for dynamic data streams. The findings demonstrate that, while being 

computationally efficient, C-SMOTE surpasses the other approaches in terms of accuracy, F1-score, and  

G-mean [21]. A class imbalance problem-containing NASA MDP dataset to train their prediction algorithms 

is considered. Several ML methods, such as logistic regression (LR), RF, and SVM, were evaluated for 

performance both with and without the use of SMOTE and grid search. The outcomes demonstrated that 

SMOTE and grid search considerably enhance the performance of the prediction models. The performance 

boost differs according to the ML technique employed, they also discovered [22]. By using the SMOTE 

algorithm, the issue of class imbalance in the intrusion detection dataset is solved. Ensemble approach that 

combines multiple classifiers to improve the overall performance of the system is used. The trials done reveal 

that their proposed methodology beats numerous existing methods in terms of accuracy, precision, recall, and 

F1 score [23]. To balance the unbalanced dataset of credit card transactions, the random over-sampling (ROS) 

is employed and SMOTE techniques. Using the original and the balanced dataset, the performance of four 

classifiers is assessed: LR, DTs, RF, and XGBoost. The results demonstrate the best accuracy, precision, recall, 

and F1-score performance for the SMOTE approach using the XGBoost classifier. The study finds that data 

sampling methods can greatly boost the effectiveness of systems that look for credit card fraud. However, detail 

about the drawbacks of strategy or the possible moral ramifications of employing data sampling techniques to 

detect credit card fraud is not discussed [24].  

Variables associated with users' social behavior is extracted, including posting frequency, likes, and 

comments, using data from Twitter and Reddit. The social behavior of users has then been predicted using a 

variety of ensemble learning algorithms, including RF, AdaBoost, and gradient boosting [25]. Several 

combinations of characteristics and algorithms to discover the best-performing model is developed. They 

evaluated the performance of the models using metrics such as accuracy, precision, recall, and F1-score. The 

results reveal that ensemble learning algorithms can predict social behavior with great accuracy [25]. Financial 

fraud detection based on ensemble ML techniques is developed [26]. Three independent algorithms, namely 

XGBoost, RF, and Adaboost, is used to develop an ensemble model that integrates their individual predictions. 

SMOTE approach is employed to balance the classes in the study's unbalanced dataset. Using criteria like 

accuracy, precision, recall, F1-score, and area under the receiver operating characteristic curve, assessment of 

the performance of the suggested technique (AUC-ROC) is discussed. The findings demonstrate that the 

ensemble model outperforms the individual models and that the SMOTE technique enhances the models' 

performance. The suggested method may be helpful in identifying financial fraud and averting damages [26]. 

The study gives a comparative review of several ML algorithms for financial fraud detection, including DTs, 

RFs, gradient boosting, and SVMs. These methods are applied to a dataset of credit card transactions and 
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evaluate their performance based on different metrics such as accuracy, precision, recall, and F1 score. To deal 

with the dataset's imbalance, they also test several sampling strategies, such as SMOTE and ADASYN. The 

results show that ensemble methods such as RFs and gradient boosting perform better than individual methods 

and that SMOTE and ADASYN can improve the performance of the models. The research provides useful 

insights into the selection of relevant machine-learning methods and sampling methodologies for financial 

fraud detection [27]. 

From the previous publication, it can be observed that much literature has proved that the classification 

is improved using the SMOTE and ensemble learning algorithms. This paper approaches the healthcare claim 

fraud detection classification problem using the SMOTE sampling method and the ensemble learning method. 

Different algorithms like LR, multilayer perceptron model, support vector classifier (SVC), and DT classifier 

are compared with the ensemble learning algorithm. The ensemble learning algorithm uses the metaclassifier 

as LR and base classifiers as SVC, multi-layer perceptron (MLP), LR, and DT algorithm. The stack ensemble 

learning method is applied and compared with the individual ML methods. This paper proposes an ensemble 

learning-based method for detecting healthcare claim fraud. With the ensemble learning algorithm proposed, 

the outcomes of different single learning methods, such as LR, DTs, MLP classifiers, and SVM are compared. 

A collection of health care claims that included data on the patient, the treating physician, and the services 

rendered is used. Outliers and missing values are removed during preprocessing of the dataset. To identify 

healthcare claim fraud, several single learning methods are used, such as LR, DTs, MLP classifiers, and SVM 

are compared with the ensemble learning algorithm in the imbalanced environment. 

 

 

2. ENSEMBLE LEARNING-BASED HEALTHCARE FRAUD DETECTION USING SMOTE 

SAMPLING 

Medicare is the healthcare welfare program from the US government. This program is exploited by 

fraudsters by means of fraudulent healthcare claims. The proposed implementation uses the dataset from 

Kaggle for healthcare claim fraud prediction in the present implementation [28]. The "Healthcare Fraud 

Detection" dataset is a set of fictitious medical claim data produced especially for the purpose of teaching ML 

models to recognize fraudulent claims. The dataset includes a range of data about healthcare claims, such as 

provider information: this includes information about the healthcare providers submitting the claims, such as 

their national provider identifier (NPI), address, and type of practice. 

Information on the patients getting healthcare services, such as their gender, age, and location, is 

referred to as patient information. International classification of diseases (ICD) codes used to identify medical 

diagnoses connected to the healthcare claim are included in the diagnosis codes section. Current procedural 

terminology (CPT) codes, which are used to identify the medical procedures carried out as part of a healthcare 

claim, are included under the category of procedure codes. The payment amounts comprise both the whole 

amount billed for healthcare services as well as the sum received by the insurance company or other payers. 

The dataset was produced to aid in the development and testing of ML algorithms for detecting fraudulent 

medical claims. The data is constructed to resemble actual healthcare claims data, however, it does not actually 

contain any information about patients or providers due to its synthetic nature. As a result, scientists may test 

and improve their machine-learning models without endangering the privacy of real people. In general, the 

"Healthcare Fraud Detection" dataset is a useful tool for creating and evaluating ML models to identify 

fraudulent medical claims. Researchers can create models that can detect fraudulent claims based on a variety 

of different characteristics because of the dataset's breadth of information. 

The complete data is split into training and testing data each having the inpatient, outpatient, 

beneficiary, and insurance provider data as separate CSV files. Insurance provider training data has the 

insurance provider's name with the information on whether there is fraud or not. Since the target attribute is 

whether the transaction is fraudulent or not the second column in the insurance provider test data will not have 

the fraudulent data column available since the ML algorithm has to predict the same. Inpatient data include 

beneficiary id, the amount reimbursed, claim start and end date, and the attended physician for the medical 

condition along with the provider data. Outpatient data include beneficiary id, the amount reimbursed, claim 

start and end date, diagnosis code, and the attended physician for the medical condition along with the provider 

data. Beneficiary data has personal information about the patient, beneficiary id annual deductible amount, 

reimbursement data, and medical condition of the patient. Outpatient and provider data are merged using the 

provider ID. Then this data frame is merged with the beneficiary data using the beneficiary id. Similarly, 

inpatient is merged with the provider data using provider id and then that data frame is merged with the 

beneficiary data with beneficiary id as the common column. Thus, two data sets with outpatient and inpatient 

are generated. These two are merged since they have similar column headings. 
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2.1.  Data preprocessing and fraudulent transaction prediction 

Since the data has many discrepancies before training it on the ML algorithm step by step data 

preprocessing method is applied to the merged dataset as given in the block diagram shown in Figure 1. The data 

required to develop the fraud detection algorithm is generated from different sources available and is discussed 

in detail in [28]. The data preprocessing starts with merging the data from different sources using the connecting 

attribute among the different data. 

 

 

 
 

Figure 1. Flow diagram for ensemble learning implementation 

 

 

After merging the data from all the sources including the inpatient, outpatient, beneficiary, and 

provider data the target attribute of potential fraud is checked for its count. After merging the data from 

different CSV files data preprocessing of the provided data is carried forward. The derived metrics including 

the age, and duration of the claim from the date of admission, and length of stay in the hospital are extracted. 

Data visualization to understand the data is carried out to get deeper insights into the fraudulent and 

nonfraudulent data.  
 

 

3. RESULTS AND DISCUSSION 

Healthcare claim fraud detection is implemented using Python with sklearn, SMOTE, and pandas 

toolboxes. Ensemble learning code is developed for healthcare claim fraud detection using LR as the meta 

classifier and MLP, SVM, and DT algorithm as the base classifier. The bar graph drawn depicting the class 

count for both fraudulent and non-fraudulent data is shown in Figure 2. It can be observed that the fraudulent 

data based on the renal disease data seems to be imbalanced as shown in Figure 3.  

For further scrutiny of the data, some parameters are checked for in the idea about the fraudulent 

transactions. Chronic kidney disease is at large responsible for renal disease. An observation in the dataset 

reveals a few important aspects that clearly indicates a higher possibility of fraudulent transactions. The bar 

graph in Figure 3 indicates the count of people who are affected with renal disease, chronic kidney disease, 

and renal disease without chronic kidney disease. The count of renal disease without chronic kidney disease is 

a doubtful area to be scrutinized. A lot of fraudulent transactions would have occurred in this area. Figure 3 

depicts three important counts that define the chronic and renal disease count in the dataset and the patient’s 

claim that renal disease has occurred without them having chronic kidney ailments previously.  
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Figure 2. Potential fraud ‘1’ for fraudulent transaction and ‘0’ for not a fraudulent transaction 
 
 

 
 

Figure 3. Disease versus count (kidney disease) 
 

 

These instances where patients have renal diseases without having chronic kidney disease can be 

fraudulent transactions due to suspicion. Inpatient and outpatient reimbursement in the different age groups 

has to be scrutinized whether a particular age group is involved in a fraudulent transaction. This plot is plotted 

highlights each gender as shown in Figure 4. On observing the scatter plot, it is evident that age and gender do 

not affect the in-patient annual reimbursement and thus indicating that fraudulent transactions are not 

dependent on either the age or gender of the patient. Both the inpatient and outpatient reimbursement amount 

data are scattered equally in the age graph. Thus, these attributes of age and reimbursement amount do not 

come into suspicion as depicted in Figure 5. 
 

 

 
 

Figure 4. In patient reimbursement data 

 
 

Figure 5. Outpatient reimbursement data 
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The classification problem is formulated using individual and ensemble learning paradigms. Data is 

checked for data imbalance and data is resampled. Before resampling, many attributes that are not relevant for 

classification are dropped from the dataset. Attributes that are removed include beneficiary ID, claim ID, date 

of death, claim diagnostic code, and details about the physician. After removing the unimportant features, the 

important features from the dataset are extracted using the recursive feature elimination method.  

The parameters used for the different ML algorithms used in the ensemble learning method are given in  

Table 1. 

 

 

Table 1. Ensemble learning parameters 
ML model Parameters 

MLP classifier  activation="relu", alpha=0.1, hidden_layer_sizes=(20,20,20), learning_rate="constant", max_iter=3000, 

random_state=1000 

Decision tree 
Classifier 

max_depth=25, max_features="auto", min_samples_leaf=0.005, min_samples_split=0.005, 
random_state=2000 

SVC C=1, degree=1, gamma=.1, kernel="poly", probability=true 

Logistic regression random_state=42 

 

 

Ensemble learning is a ML technique where multiple base classifiers are combined to create a stronger 

predictive model. In this case, the base classifiers are SVC, MLP, and DT algorithm. The first step in the 

ensemble learning algorithm is to train each of the base classifiers independently on the training data. Each 

base classifier will produce its own set of predictions for the test data. These predictions will be combined to 

make a final prediction using a meta-classifier. The meta classifier in this case is LR. It takes the predictions 

from each of the base classifiers as input and uses them to make a final prediction. The meta-classifier learns 

from the predictions made by the base classifiers and combines them in a way that produces the most accurate 

prediction possible. 

The final ensemble model is created by combining the predictions from the base classifiers with the 

predictions made by the meta-classifier. This combination is done in a way that maximizes the accuracy of the 

predictions. The advantage of using an ensemble learning algorithm is that it can improve the accuracy of the 

model by combining the strengths of multiple base classifiers. Each base classifier has its own strengths and 

weaknesses, and by combining them, the weaknesses of one classifier can be offset by the strengths of another. 

Overall, the ensemble learning algorithm using SVC, MLP, and DT algorithm as base classifiers and LR as a 

meta-classifier is a powerful ML technique that can produce highly accurate predictions. 

The AUC-ROC curve obtained from the individual and ensemble learning (stack distribution) 

algorithm is given in Figure 6. The performance of the AUC-ROC curve is best obtained from the stack 

distribution algorithm as compared to the other individual ML algorithms as shown in Figure 6. Among the 

individual algorithms, LR performed well. The ensemble learning algorithm outperforms all the individual 

algorithms. Since the sampling method developed is SMOTE algorithm the accuracy of the implementation is 

found to be satisfactory. Since there are different SMOTE algorithms available the variation of SMOTE 

implementation on upsampling can be exploited for enhancing the accuracy and AUC-ROC curve for the 

upsampled input attributes. 

 

 

 
 

Figure 6. AUC-ROC curve for individual and stack ensemble learning algorithm 
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4. CONCLUSION 

In this paper, an ensemble learning-based approach for the detection of healthcare claim fraud is 

developed. We explored the performance of various ensemble methods and compared them with various  

single-learning algorithms. Our results demonstrate that the ensemble learning approach significantly 

outperforms single learning algorithms for the detection of healthcare claim fraud. Our approach achieved an 

accuracy of 97%, indicating the potential for efficient fraud detection in the healthcare domain. Future work 

includes the exploration of other ensemble learning algorithms and the extension of the approach to other 

domains. Our experimental results show that the ensemble learning approach significantly outperforms single 

learning algorithms for the detection of healthcare claim fraud.  
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