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Abstract 
There exist nonlinear and high redundancy between the power load factors, and the traditional 

methods in neural network can not eliminate the redundancy in the prediction data and capture the 
nonlinear characteristics, resulting in lower prediction precision of the power load. In order to improve the 
prediction precision of the power load, a power load prediction method based on improved genetic 
algorithm optimization neural network (IGA-BP) is put forward. First, the power load is reconstructed using 
the correlation function, and then performed the normalization processing. Secondly, the power load 
training sample is input into the BP neural network for learning, and then the initial connection weights and 
thresholds of the BP neural network are selected using the improved genetic algorithm. Finally, the power 
load prediction model is established. Simulation results show that the improved neural network can reflect 
the trend of complex non-linear power load, achieve higher power load fitting and prediction precision, and 
is an effective load prediction method for power system. 
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1. Introduction  
The power load prediction plays key role on ensuring safe operation of power grid and 

improving the power quality. Thus, the prediction of the power load has important practical value 
[1]. 

With the power load prediction problem, the main current traditional methods are the 
statistical method and the nonlinear modeling method. The traditional statistical methods include 
the multivariate linear regression, sliding average, moving average and so on [2-4]. They have 
the features of fewer parameters, simple calculation, fast prediction speed, and high prediction 
precision for the linear power load [5]. However, the power load varies according to the weather, 
seasons, holidays and economic factors which are nonlinear and chaotic [6]. The prediction 
precisions of the traditional statistics methods are low. Nonlinear prediction methods use 
artificial intelligence theory for modeling and predicting. They are mainly the hidden Markov, 
gray model, neural network, support vector machines and other machine learning methods 
which assumes the power load is nonlinear variation coinciding with the actual power load 
variation and they have the adaptive, self-learning abilities which do not need to know the 
accurate mathematical models of the power load to predict [7, 8]. They overcome the 
disadvantage of the traditional statistical method, that is, the poor nonlinear prediction ability [9]. 
In all of the nonlinear prediction methods, BP neural network does not require priori knowledge 
which is a feedback mechanism widely used in the non-linear power load prediction. When 
apply BP neural network in practical applications, the prediction precisions are relative to the BP 
neural network parameters (initial connection weights and thresholds). If these parameters are 
selected improperly, it is easy to appear to the slow convergence, trapped in a local optimum, 
and over-fitting which affects the application areas of the BP neural network in power load 
prediction [10]. In order to solve the defects, some scholars put forward using genetic 
algorithms, particle swarm optimization algorithm, ant colony algorithm, evolutionary algorithm, 
and simulated annealing algorithm to determine BP neural network parameters in which the 
load prediction results can be improved [11]. However, these algorithms are heuristic algorithms 
all of which have a different degree of defects. Therefore how to find the better parameter 
optimization algorithm for BP network parameters selection to further improve the accuracy of 
load prediction has become a hot spot for current research [12]. 
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In order to improve the power load prediction precision, the basic genetic algorithm is 
improved and an improved genetic algorithm optimized neural network power load prediction 
method (IGA-BP) is proposed, and the performance of the IGA-BP in predicting the power load 
is verified through simulation experiments. 

 
 

2. Principle on Power Load Prediction  
Power system load prediction is to use a set of mathematical methods which can 

process the past and future load systematically to determine the load value of a particular time 
in the future with a certain precision requirement, while taking full account of some important 
factors, such as the system operating characteristics, capacity increase decision-making, 
natural conditions and social confluence [13-15]. Because the power load represents high 
degree of nonlinear when influenced by a variety of factors such as the climate, weather and so 
on, and serious redundancy exists between the factors, so the traditional methods can not 
predict accurately for complex power load system, resulting in low prediction precision. Only to 
find out an appropriate set of power load impact factors, can the trend of the power load be 
captured effectively, so as to perform accurate prediction on the power load. 

In this paper, the impact factors with large contribution on the predicted results are 
selected using the principal component analysis method firstly to eliminate the highly 
redundancy among the data. Then, the learning modeling and prediction are carried out to the 
selected factors using the neural network which has the excellent nonlinear predictive 
performance to achieve the final prediction results. The proposed algorithm not only combines 
the characteristic extraction capacity of the PCA, but also makes full use of the excellent 
nonlinear function approximation ability of the neural network, thereby improving the accuracy of 
the model prediction and the generalization ability. The prediction principle is shown in Figure 1. 

 
 

 
 

Figure 1. Power Load Prediction Schematic 
 
 

2.1. Principal Component Analysis 
In the research of power load prediction problem, there are a lot of factors affecting the 

prediction of the power load and the influence degrees of the factors are different, and some of 
the factors may cause negative impact. Therefore, these negative factors must be removed and 
a relatively small number of unrelated factor variables be used to reflect most of the information 
provided by all the factors, and fulfill the objective of the problem solution through the analysis of 
the selected factors. 

As one kind of the statistical correlation analysis technologies for input data 
dimensionality reduction and revealing the linear correlation between the variables, principal 
component analysis (PCA) method extracts information from the observable explicit variables to 
form the implicit variables which can not be observed directly, and then to perform the 
dimensionality reduction on high-dimensional variable space on the basis of the principle of 
ensuring that the information data loss is the least to make the principal component variables in 
the low dimensional feature vector maintain the characteristic information of the original 
variables, while eliminating the redundant information. The artificial neural network based on 
principal component analysis carries out the principal component analysis by the neural network 
training sample set to improve the number of input factors of the samples, remove the 
correlation between the network inputs, reduce the number of network inputs, and simplify the 
network structure, so as to improve the network performance. The main steps of the algorithm 
are as follows: 
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(1) Standardize the N P  raw data of the original P  indicators to eliminate the 
compact between the variables caused by different magnitudes, so that the average value of 
each variable is 0 and the variance is 1; 

(2) Calculate the covariance matrix   according to the standardized matrix, 
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(3) Find the characteristic roots i  and unit eigenvectors of the covariate matrix R . 
(4) Determine the primary components. The number of the selected principal 

components depends on the cumulative variance contribution rate. 
In practical applications, m <p is usually selected to make the cumulative contribution 

rate of the fore-m main components achieve a higher proportion of generally 80% to 90%, so 
that the first m main components Y1, Y2, ..., Ym are used to replace the original variables X1, 
X2, ..., XP. The algorithm can not only reduce the dimensionality of the variable, but also lose 
not too much information of the original variables, and the m principal components are taken as 
the input of the neural network model. 

 
 

2.2. BP neural Network 

If the power load data is ( ) ( ( ), ( ), , ( ( 1) ))TX t x t x t x t m     , and the output is ( )y i , then 
the number of nodes in the input layer of the BP neural network is the number of power load 
embedded dimensions m, p for the hidden layer, and the output is the power load expectation. 

BP neural network completes the mapping 
1: mf R R , and the input of each node in the 

hidden layer is as follows: 
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Wherein, wij is connection weight of the input layer to the hidden layer and θj is the 

threshold of the node in the hidden layer. 
The Sigmoid function is taken as the transfer function of BP neural network, that is, 
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The output of the node in the hidden layer of BP neural network is as follows: 
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Similarly, the input and output of the nodes in the output layer are shown respectively, 

as follows: 
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Here, vj is connection weight of the hidden layer to the output layer and y is the 
threshold of the node in the output layer. 

Before the BP neural network to start training, the most appropriate connection initial 
weight (wij) and initial threshold need to be selected, and the values are usually initialized 
randomly, resulting in slow convergence of BP neural network and being easy to fall into the 
local optimal solution. Moreover, some scholars have optimized the connection weight and 
threshold, but all of them have their respective defects. In this paper, the genetic algorithm is 
improved, and then the parameters of the BP neural network are optimized, so as to further 
improve the precision of power load prediction. 

 
 

3. Power Load Prediction Model 
3.1. Basic Genetic Algorithm 

The genetic algorithm simulates the duplication, crossover and mutation phenomenon 
in the natural selection and heredity. From any initial population, after random selection, 
crossover and mutation operations, the new adaptive population will be generated which lead 
the group evolutes to much better regions in the searching space. After generations of 
evolution, finally they will converge to the individuals that are more suitable to the environment 
to obtain the solution. The normal steps of the genetic algorithm are as shown in Figure 2.  

 
 

 
 

Figure 2. Genetic Algorithm Operation Flow Chart 
 
 
The genetic algorithm is composed by the following components, that is, chromosome 

coding, methods for initializing the population, individual fitness settings, genetic manipulation 
(selection operator, crossover operator, mutation operator) and the algorithm terminate 
conditions. Using genetic algorithms to solve optimization problems, each part of the design is 
critical. 

 
3.2. Fitness Function 

Fitness is a quantitative reflection of the pros and cons of individuals in the population, 
and its structure has a direct impact on the efficiency of problem solving. The fitness is used in 
genetic algorithm to measure the merits of the individual, and the principle of survival of the 
fittest is adopted to decide which individuals to breed and which individuals to be eliminated. 

 
3.3. The Basic Operations of the GA 

The three basic operations of the genetic process are selection, crossover and 
mutation. 
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(1) Selection operator 
Selection operator is not only the process that the individual bit strings (chromosome) 

with high fitness are selected from the parent population to generate new populations, but also 
the process that the individuals copy according to their own survival abilities, which reflects the 
law of natural selection, that is, survival of the fittest. 

(2) Crossover operator 
The crossover operation are divided into two steps. In the matching pool consisted by 

the bit strings obtained from the selection operator, the new individuals generated from the copy 
are matched pairwisely first. Then the cross-point is selected randomly, and the paired 
individuals are carried out the crossover operation, so as to generate new individuals. 

(3) Mutation operator 
The design idea of the mutation operator comes from the gene mutation on 

chromosome in the nature, The gene mutation can generate features in species, which the 
ancestors have never had. Then through the natural selection, new species with full of vitality 
survive and continue. Mutation operator in GA make certain gene bits in the bit string generate 
random changes with smaller probability. Crossover operator as well asand mutation operator 
are the main reasons of the organic evolution. 

The running process of GA is shown in Figure 3. 
 
 

 
 

Figure 3. The GA Flowchart 
 
 

3.4. Disadvantages of the Genetic Algorithm 
The genetic algorithm has a strong global search ability, and the algorithm can find the 

global optimal solution from any initial population theoretically. However, it is often found in 
practical applications that the algorithm will converge to a local optimum value and no longer 
continue to evolve, or that groups can no longer produce the offsprings whose performance 
exceed the parent generation, and individuals of the same group are very similar with each 
other, that is the so-called early convergence phenomenon. Overcoming the premature 
phenomenon of the genetic algorithm has aroused the interest of many scholars. However, due 
to the complexity of the problem, no remarkable theoretical results has achieved. 

 
 
4. Improved Genetic Algorithm 
4.1. Selection Operation Improvement 

In the standard genetic algorithm, the roulette wheel selection strategy is used 
according to the individual fitness value. Although the strategy is simple, it’s easy to lead to the 
problems of premature convergence and slow search. The effective solution is to apply 
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conditional optimal reservation strategy, namely pass the optimal generation to the next 
generation or at least equivalent to the previous generation, which can prevent the problem of 
premature convergence.  

 
4.2. Improved Crossover and Mutation Operations  

The Crossover and mutation operations are two important operators in genetic 
algorithm. Through the crossover and mutation, the search abilities will rapidly increase. The 
cross effect is combining the intersection of valuable information in the two individuals to 
produce new offspring which can significantly speed up the search in the evolution period. The 
mutation operation is to maintain the population genetic diversity which plays a supporting role. 
In the computation procedure of the improved genetic algorithm, the crossover and mutation 
probability are adaptively changed according to the specific situation of the individual to divide 
the evolution procedure into two stages- progressive and mutation stages. The progressive 
stage is strong cross and weak mutation; mutation stage is weak crossover and strong 
mutation. It increases the computation speed and efficiency of the algorithm. The adaptive 
parameter adjustment scheme is as follows.  

 

ff  max
                                                                  (6) 

 

In the equation, maxf
 is the optimal fitness value in some generation. f is the mean 

fitness value of the generation. The flow chart of the improved genetic algorithm is as shown in 
Figure 4.  

 
 

 
 

Figure 4. The Improved Genetic Algorithm Flow Chart 
 
 

4.3. IGA-BP Neural Network Power Load Prediction Procedures 
Step 1: Collect the historical power load data and pre-process them. 
Step 2: Initialize the populations. A group of individuals are randomly generated in 

which each individual contains the initial connection weights and initial threshold of the BP 
neural network.  
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Step 3: Decode the individuals. τ, m are determined by association functions and the 
power load data are reconstructed. The initial connection weights and threshold are used as the 
BP neural network parameters to train the power load. The individual prediction results are used 
to compute the individual fitness value. The fitness function f(x) is defined as: 

 
2^

1

1
( ) ( )

n

i i
i

f x y y
n 

 
                                                        (7) 

    

In the equation, iy
 is the prediction value of the BP neural network, 

^

iy  is the actual 
power load, n represents the amount of training samples. 

Step 4: The Optimum reservation strategy and roulette wheel selection are used to 
choose the optimal individual to the next generation.  

Step 5: The crossovers probabilities are used to crossover operate the two individuals 
to select the optimal individual to the next generation.  

Step 6: The mutations probabilities are used to mutation operate the two individuals to 
select the optimal individuals to the next generation.  

Step 7: Judge the algorithm termination conditions. If the conditions are met, return the 
global optimal individuals. If not, the evolution generation adds 2 and return to step 3 keeping 
optimization.  

Step 8: The optimal individual is decoded to the initial connection weights and threshold 
of the BP neural network.  

Step 9: The power load data are reconstructed and the optimal power load prediction 
model is built according to the initial connection weights and threshold. 

  
 

5. Practical of the Power Load Prediction  
5.1. Power Load Data 

In order to testify the validity and superiority of the IGA-BP neural network in power load 
prediction, the power data from 03/01/2010 to 03/30/2010 in some Chinese place are used to 
do the simulation experiments. The power load time sequences of the data samples are shown 
in Figure 5.  
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Figure 5. Collected Power Load Data 
 

 
5.2. Comparison Model and Evaluation Indexes  

 In order to make the IGA-BP neural network prediction results more persuasive, the 
basic genetic algorithm optimized BP neural network (GA-BPNN) is used as the comparison 
model. The evaluation indexes are Mean Average Relative Error (MARE) and Root Mean 
Square Error (RMSE). Their definitions are as follows.  
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In the equations, iy
 and 


iy
 are actual value and prediction value of the short-term 

power load, n is amount of samples.  
 
5.3. Data Normalization 

Before modeling, the original power load data are normalized in order to make them 
have the same scale. The details are as follows: 
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In the equation, M_X(n), D_X(n) are the mean and variance of the nth column of the 

input vector X respectively. M_Y(n) and D_Y(n) are the mean and covariance of the output 
vector Y respectively. 

 
5.4. Results and Analysis 

First, the basic genetic algorithm and improve genetic algorithm are used to optimize 
the initial connection weights and threshold of the BP neural network to build the power load 
prediction model. Then, the established power load prediction model is fitting the training sets 
and the obtained fitting results are shown in Figure 6. The average errors of the fitting results 
are in Table 1.  
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Figure 6. Fitting Results Comparison of IGA-BP and GA 

 
 

Table 1. The Fitting and Prediction Errors Comparisons of IGA-BP and GA 

Errors 
A-BP GA-BP 

Fitting RMSE 
0.28 .43 

Fitting MAPE 
.25% .55% 

Predictive RMSE 
0.35 5.99 

Predictive MAPE 
7.14% 1.04% 
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Then, the established power load prediction model is used to predict the test sets and 
the prediction results are shown in Figure 7. The average prediction errors are shown in Table 
1.  
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Figure 7. Prediction Results Comparison of IGA-BP and GA 

 
 
By analyzing the power load fitting and prediction results of the two models in the Figure 

6~7 and Table 1, conclusions can be drawn as follows.  
(1) The fitting results for the training samples by IGA-BP neural network are better than 

GA-BP neural network. The fitting values are more close to the actual power load and the fitting 
errors are quite small. The comparison results illustrate IGA-BP neural network is a kind of 
effective power load prediction model. IGA can optimize the BP neural network parameters to 
build more optimal power load prediction model. The improvement for the basic genetic 
algorithm in this paper is effective and feasible.  

(2) The prediction results for the test set by the IGA-BP is more better than that of GA-
BP neural network, which illustrates the power load data prediction model built by IGA-BP 
neural network has better generalization capabilities. It can solve the shortcomings of slow 
convergence speed, falling into local optimization, over-fitting in the BP neural network. It can 
precisely describe the complex nonlinear feature of the power load which is a nonlinear power 
load prediction model with high prediction precisions and better generalization capabilities.  

 
 

6. Conclusion 
To address the problem of parameters optimization for BP neural network problem and 

overcome the shortcomings of the basic genetic algorithm, a power load prediction model based 
on the improved genetic algorithm optimized BP neural network is proposed in this paper. 
Experimental results show that, compared with the power load prediction model, the IGA-BP 
neural network can describe the complex chaotic and nonlinear characteristics of the power 
load more accurately, and achieve higher precisions of the fitting and prediction.  
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