
Indonesian Journal of Electrical Engineering and Computer Science 

Vol. 32, No. 3, December 2023, pp. 1512~1520 

ISSN: 2502-4752, DOI: 10.11591/ijeecs.v32.i3.pp1512-1520     1512 

 

Journal homepage: http://ijeecs.iaescore.com 

A study of stereo matching algorithm on low texture and depth 

discontinuity regions 
 

 

Melvin Gan Yeou Wei1,2, Rostam Affendi Hamzah1, Nik Syahrim Nik Anwar2, Adi Irwan Herman3 
1Department of Electronic Engineering Technology, Fakulti Teknologi Kejuruteraan Elektrik and Elektronik,  

Universiti Teknikal Malaysia Melaka, Melaka, Malaysia 
2Department of Electrical Engineering, Fakulti Kejuruteraan Elektrik, Universiti Teknikal Malaysia Melaka, Melaka, Malaysia 

3Product and Test Engineering, Texas Instruments, Melaka, Malaysia 

 

 

Article Info  ABSTRACT  

Article history: 

Received Apr 19, 2023 

Revised Jul 30, 2023 

Accepted Sep 11, 2023 

 

 This article studies the performance of the proposed stereo matching 

algorithm on complex regions. These regions are areas with very limited 

information for the matching process which are low texture, and depth 

discontinuity regions. In this study, each algorithm uses different matching 

cost computation (MCC) techniques, but for cost aggregation (CA), disparity 

optimization (DO) and disparity refinement (DR), the technique remains the 

same. The MCC are absolute difference (AD), the combination of absolute 

difference and gradient matching (AD+GM) and census transform (CT). 

Then, for CA, DO and DR, they are minimum spanning tree (MST), winner 

take all (WTA) and bilateral filter (BF), respectively. The results are presented 

and discussed in this article. Hence, thru this study the robust method can be 

estimated at the MCC stage. 
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1. INTRODUCTION  

Generally, stereo matching algorithm consists of 3 structures which are local based algorithm, semi-

global based algorithm and global based algorithm. Fundamentally, the basic stereo matching algorithm 

consists of 4 stages and they are matching cost computation, cost aggregation, disparity optimization and 

disparity refinement. By referring to the evaluation from [1], there are improved methods such as dynamic 

programming (DP), scanline optimization (SO), simulated annealing (SA) and graph cut (GC) which were 

introduced and replacing the winner takes all (WTA) approach. Global based often skip cost aggregation by 

defining global energy function. Yet, this approach remains unpopular due to complexity of the algorithms at 

that time. Then, through the comparative study by [2], the study reveals that adding the support weight (weight) 

for the support region (support window) on cost aggregation technique also produced an accurate disparity 

map. This technique is well-known among the researchers which this approach normalizes the support region 

weight with the designated or suitable energy on the pixel of interest. Finally, semi-global based algorithm, 

which proposed by [3] was introduced through the combination of local based technique and global based 

technique. 

The basic taxonomy of stereo vision disparity map (SVDM) algorithm mainly include 4 stages, yet 

one crucial stage always remains, matching cost computation (MCC). Here, left image known as reference 

image will correspondence with the right image; or the targeted image to produce the disparity map [4]. 

https://creativecommons.org/licenses/by-sa/4.0/
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However, by just using matching cost computation, the disparity map produces high error. Therefore, further 

processing such as cost aggregation, disparity optimization and disparity refinement is required to increase the 

accuracy of the final disparity map. Matching cost computation is classified into three type: pixel matching, 

block matching and feature matching. Currently, the pixel-based matching and block matching are well-known 

matching techniques. Pixel-based matching technique is simple and fast in computation execution, yet the 

results are mostly unfavorable due to high error [5]. Examples of pixel matching techniques are absolute 

difference (AD), squared difference (SD) and gradient matching (GM). The corresponding process for pixel 

matching is one to one pixel matching, which only involves the pixel of interest. However, for block matching, 

the corresponding process involves multiple pixels which are pixel of interest and the surrounding or 

neighboring pixels in the elements of the support window [6]. The support window is also reference as “block” 

or “window”. For block matching, multiple pixels (pixel of interest and surrounding pixels) are first aggregated. 

Only then, the aggregated pixel of interest from each images; left image and right image will correspondence 

with each other. Examples of block matching techniques are sum of absolute difference (SAD), sum squared 

difference (SSD) normalized cross correlation (NCC), rank transform (RT) and census transform (CT) 

according to the literature survey of [7]. Block matching techniques produces better disparity map compared 

to the pixel matching technique, but the computation time will be longer and closely tied to the sizes of the 

support window. In addition, the accuracy of disparity map is heavily related to the size of the support window. 

Improper size selection will also result to the edge fattening, edge blurring and severe depth discontinuity [8]. 

Feature matching is also another option for MCC. Instead of matching through pixel to pixel 

corresponding process, feature-based technique correspondences through visual feature, statistical 

characteristics and transformation structures [9]. When comparing to pixel matching and block matching, 

feature matching algorithm is more complex and the result is not so favorable, thus the lack of interest among 

researcher. Besides that, another option is combining multiple matching techniques. This approach is also 

introduced as joint matching costs. The combination can be include; multiple pixel matching techniques; 

multiple block matching techniques; multiple feature matching techniques and blending of any matching 

techniques. An example of blending matching technique was proposed by [10], where the matching cost stage 

was combined using speeded up robust features (SURF) matching [11] and CT [12]. Combining multiple 

matching techniques will increase the robustness of the algorithm, but the computational load and processing 

time will also increase as the number of technique combined increases. This research compares three type of 

matching cost computation, and they are pixel matching AD, combination of multiple pixel matching-absolute 

difference and gradient matching (AD+GM), and block matching CT. 

A functioning algorithm only required two basic stages, matching cost computation and disparity 

optimization; more specifically the WTA approach. However, the results are very poor and most objects in the 

disparity maps are unidentified or unrecognized [13]. In this article, the performance comparison at MCC stage 

is presented. To provide more reliable comparison, two edge preserving techniques are introduced in the 

algorithm framework. There are minimum spanning tree (MST) for cost aggregation and bilateral filter (BF) 

for disparity refinement stage where the main function is to preserve the edges. Therefore, the comparison of 

three algorithms at MCC stage will have different matching cost computation approaches but the same cost 

aggregation, disparity optimization and disparity refinement. The main contribution of this article is to provide 

information on performance comparison and to determine the robust method at MCC on the complex regions 

for matching process. The complex regions for this process comprises illumination differences, low texture, 

and depth discontinuity regions. These regions are very difficult to be matched due to lack of pixel information 

and that’s why an algorithm need robust features 

 

 

2. METHOD 

The state-of-the-arts matching techniques are the AD, the combination of AD+GM and CT. The cost 

aggregation (CA), disparity optimization (DO) and disparity refinement (DR) stages are fixed to a pre-

determined method to observe the performance changes at the MCC stage. The selected method uses MST at 

CA and DO uses WTA approach. Finally, disparity refinement uses BF with weighted median (WM). 

 

2.1.  Matching cost computation 

Stage 1 of algorithm is matching cost computation. Here three different matching techniques are 

utilised and they are AD, the combination of AD+GM and CT. The first algorithm uses pixel to pixel matching 

technique, which is AD, proposed by [14]. AD matching is presented in (1), 

 

𝐴𝐷(𝑝, 𝑑) = |(𝐼𝑙(𝑝) − 𝐼𝑟(𝑝 − 𝑑)|  (1) 
 

where p is (𝑥, 𝑦); the position of the targeted pixel and d is disparity value. Next, 𝐼𝑙  is left image and 𝐼𝑟  is right 

image. 
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The matching technique is then given a cut-off point, as implemented by [15], which resulting to AD with a 

threshold and represented as 𝐴𝐷′(𝑝, 𝑑). The equation for 𝐴𝐷′(𝑝, 𝑑) is presented in (2), 
 

𝐴𝐷′(𝑝, 𝑑) = {
𝜏𝐴𝐷 , 𝑖𝑓 𝐴𝐷(𝑝, 𝑑)  > 𝜏𝐴𝐷

 𝐴𝐷(𝑝, 𝑑), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
  (2) 

 

where 𝜏𝐴𝐷 is the cut-off point. By introducing a threshold, these eliminating outliers. Next, the algorithm uses 

a combination of multiple pixel difference matching techniques. They are the combination of AD and GM, 

proposed by [16]. The GM matching extracts the gradient from the pixel of the input image. The 𝐺𝑥, gradient 

at horizontal direction and 𝐺𝑦, gradient at vertical direction are presented in (3) and (4), 

 

𝐺𝑥 = [1 0 −1] ∗ 𝐼 (3) 

 

𝐺𝑦 = [
1
0

−1 
] ∗ 𝐼 (4) 

 

where the I is targeted image and * represents convolution operation. After that, gradient magnitude, 𝑚 

presented in (5) is obtained through the component of gradient from 𝐺𝑥 and 𝐺𝑦. 

 

𝑚 = √𝐺𝑥
2 + 𝐺𝑦

2 (5) 

 

From (5), the modulus from gradient magnitude is implemented on the input images where left image is 𝑚𝑙 

and right image is 𝑚𝑟. Through the gradient displacement of x-direction and the static position of y-direction, 

the cost for gradient matching, GM (𝑝, 𝑑) obtained and presented in (6), 

 

𝐺𝑀(𝑝, 𝑑) = |𝑚𝑙(𝑝) − 𝑚𝑟(𝑝 − 𝑑)| (6) 

 

where p is (𝑥, 𝑦); the position of the targeted pixel, d is disparity value, 𝑚𝑙 is gradient of left image and 𝑚𝑟 is 

gradient of right image. By adding a cut-off point, the gradient matching with threshold, 𝐺𝑀′(𝑝, 𝑑) is presented 

in (7), 
 

𝐺𝑀′(𝑝, 𝑑) = {
𝜏𝐺𝑀 , 𝑖𝑓 𝐺𝑀 > 𝜏𝐺𝑀

𝐺𝑀 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
  (7) 

 

where 𝜏𝐺𝑀 is the cut-off point. This also contributed in eliminating outliers for GM matching. By 

combining 𝐴𝐷′(𝑝, 𝑑) and 𝐺𝑀′(𝑝, 𝑑), the combined matching cost function, 𝐶𝑀𝐶𝐶(𝑝, 𝑑) is presented in (8), 

 

𝐶𝑀𝐶𝐶(𝑝, 𝑑) = 𝐴𝐷′(𝑝, 𝑑) + 𝛼𝐺𝑀′(𝑝, 𝑑) (8) 

 

where 𝛼 is a constant for manipulating the sensitivity of illumination differences. The other algorithm uses  

CT [17]. The pre-matching operates by converting the target pixel and the surrounding pixels within the support 

window into a bit string. The census bitstring is presented in (9), 

 

𝐶𝑒𝑛𝑠𝑢𝑠 (𝑝) = 𝐵𝑖𝑡𝑠𝑡𝑟𝑖𝑛𝑔(𝑖,𝑗)𝜖 𝑤(𝐼(𝑖, 𝑗) ≥ 𝐼 (𝑝)) (9) 

 

where p is (𝑥, 𝑦); the position of the targeted pixel and d is disparity value. Next, 𝑤 is the size for the support 

window, while 𝑖 is the position of target pixel in the element of 𝑤 and 𝑗 is the coordinate of surrounding pixels 

in the element of 𝑤. Then 𝐼(𝑖, 𝑗) is the intensity value for the targeted pixel in the element of 𝑤 and 𝐼 (𝑝) is the 

intensity value for the targeted pixel. The matching cost is computed using hamming distance between census 

bit strings of the input images and presented in (10), 

 

𝐶𝑇(𝑥, 𝑦, 𝑑) = ∑ Hamming(𝐶𝑒𝑛𝑠𝑢𝑠𝑟𝑒𝑓(𝑝), 𝐶𝑒𝑛𝑠𝑢𝑠𝑡𝑎𝑟(𝑝 − 𝑑)(𝑥,𝑦)𝜖 𝑤 ) (10) 

 

where p is (𝑥, 𝑦); the position of the targeted pixel and d is disparity value. Meanwhile, 𝐶𝑒𝑛𝑠𝑢𝑠𝑟𝑒𝑓  is census 

bit string for the reference’s images; left image and 𝐶𝑒𝑛𝑠𝑢𝑠𝑡𝑎𝑟  is census bit string for the target image; right 

image.  
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2.2. Cost aggregation 

Stage 2 of algorithm is CA. The technique applied at this stage is MST, referring from [18]. The 

proposed segmentation technique at this stage function mainly as edge preserver. The procedures for MST and 

color image segmentation is shown as: 

- The equation for spanning tree is 𝐺 = [𝑉, 𝐸], referring to a non-orientation graph of object. Next, V refers 

a set of vertices that corresponds to the data set, and E refers the edge connects the vertices, and each edge 

𝑒𝑚 = (𝑥𝑖  , 𝑥𝑗) connects to a pair of vertices. The MST from G is presented in (11), 

 

𝑀𝑆𝑇 = (𝐴, 𝑇)|𝐴 = 𝑉, 𝑇 =  {𝑒1, … 𝑒𝑛−1} with 𝑚(𝑀𝑆𝑇) = 𝑚𝑖𝑛{𝑚(𝑡𝑟𝑒𝑒)|𝑡𝑟𝑒𝑒 = (𝑉, 𝑇′)} (11) 

 

- The introduction of dy, the threshold, edges with larger weights than the threshold are removed from 

MST, forming the forest F of V, presented in (12), 

 

𝐹 = {(𝑉, 𝐸′)|𝐸′ = 𝑇 − {𝑒′|𝑚(𝑒′) > 𝑑𝑦}} (12) 

 

- The adding of all the trees into F is presented in (13), 

 
{(𝑉𝑖  , 𝑇𝑖)|𝑖 = 1,2, … 𝑚}, 𝐹 = ⋃ (𝑉𝑖  , 𝑇𝑖)

𝑚
𝑖=1  (13) 

 

where, ⋃ 𝑉𝑖 = 𝑉, ⋃ 𝑇𝑖 = 𝐸′𝑚
𝑖=1

𝑚
𝑖=1  

- Each (𝑉𝑖  , 𝑇𝑖) can be considered as a cluster 𝐶𝑖 = 𝑋𝑖 , where 𝑇𝑖 = ⋃ (𝑒𝑘′|𝑒′ < 𝑑𝑦𝑘 ) 

Then, the function for matching cost computation, M(𝑝, 𝑑), from previous stage will represents the 

set of vertices that corresponds to the data set for spanning three equations, 𝐺 = [𝑉, 𝐸]. By substituting M(𝑝, 𝑑) 

into V, (14) is presented.  

 

𝐺 = [𝑀(𝑝, 𝑑) , 𝐸] (14) 

 

In this research, M(𝑝, 𝑑) will variance depending on the matching technique. Here, the matching technique can 

be AD matching; 𝐴𝐷′(𝑝, 𝑑) or combination of AD and GM; 𝐶𝑀𝐶𝐶(𝑝, 𝑑) or CT techniques; 𝐶𝑇(𝑥, 𝑦, 𝑑).The 

cost aggregation equation, 𝐶𝐴(𝑝, 𝑑) is presented in (15). 

 

𝐶𝐴(𝑝, 𝑑) = [𝑀(𝑝, 𝑑) , 𝐸]  (15) 

 

2.3.  Disparity optimization 

Stage 3 of algorithm is disparity optimization and the technique applied is WTA, implemented by 

[19], [20]. By using WTA approach, each pixel of the disparity map is optimized with minimum disparity 

value. WTA is presented in (16): 

 

𝑑(𝑝) = 𝑎𝑟𝑔 𝑚𝑖𝑛𝑑∈𝐷𝐶𝐴(𝑝, 𝑑) (16) 

 

where 𝑑(𝑝) is the disparity value at the coordinate of (𝑥, 𝑦), 𝐷 is the range of disparity on an image and 

𝐶𝐴(𝑝, 𝑑) is data obtain from previous stage, cost aggregation for this research. 

 

2.4.  Disparity refinement 

Stage 4 of algorithm is DR. This stage consists of two main processes which are the post-processing 

and final disparity map filtering. Post processing, implemented by [21] and [22], normally involves left right 

(LR) consistency checking and pixels filling-in process. LR checking is applied to detect outliner or the invalid 

pixels. This process started at left reference disparity map image that coincides with the right reference disparity 

map. The mismatched values between the two are defined as invalid pixel. LR checking is presented in (17). 

 

|𝑑𝐿𝑅(𝑝) − 𝑑𝑅𝐿(𝑝 − 𝑑𝐿𝑅(𝑝))| ≤ 𝜏𝐿𝑅 (17) 

 

Next, the pixels filling-in process will replace the invalid pixels. Here invalid disparity value is detected and is 

replaced with the nearest valid disparity value. Since, the left image is pre-set as the reference image, the 

process started from the left side and then towards the right side. Furthermore, the valid value is set to be 

position at the same scanning line. The pixels filling-in process is presented in (18), 
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𝑑(𝑝) = {
𝑑(𝑝 − 𝑖), 𝑑(𝑝 − 𝑖) ≤ 𝑑(𝑝 + 𝑗),

𝑑(𝑝 + 𝑗), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 (18) 

 

where d(p) is disparity value of coordinate p. Next, (𝑝 − 𝑖) is the position of the first valid disparity on the left 

side and (𝑝 + 𝑗) is the coordinate of the first valid disparity on the right side. Then, the process continued with 

disparity refinement step and the technique applied is BF with weighted median. Bilateral filter, B (p, q) 

proposed by [23] is presented in (19), 

 

𝐵(𝑝, 𝑞) = 𝑒𝑥𝑝 (−
|𝑝−𝑞|2

𝜎𝑠
2 ) 𝑒𝑥𝑝 (−

|𝑑(𝑝)−𝑑(𝑞)|2

𝜎𝑐
2 ) (19) 

 

where (𝑝, 𝑞) is the position for target pixel and surrounding pixels. Next, |p − q| is spatial Euclidean and 

|d(p) − d(q)|2 is Euclidean. Then, 𝜎𝑠
2 is spatial distance and 𝜎𝑐

2 is colour similarity. BF function mainly as 

an edge preserving filter and to further improve the accuracy of disparity map, 𝐵(𝑝, 𝑞) is then transform into 

summation of histogram, ℎ(𝑝, 𝑑𝑟 ) and is presented in (20), 

 

ℎ(𝑝, 𝑑𝑟 ) = ∑ 𝐵(𝑝, 𝑞) 
𝑞𝜖𝑤𝑝|𝑑(𝑞)==𝑑𝑟

 (20) 

 

where 𝑑𝑟  is disparity range and 𝑤𝑝 is window size with the radius (r×r) at centred pixel of p. After that, WM 

filtering was further implemented to achieve higher accuracy, inspired by [24].  

 

 

3. RESULTS AND DISCUSSION  

This article uses the Middlebury standard benchmarking dataset that contains the training images for 

parameter settings. These images are widely used by the researchers due to its complexity and different 

characteristic of features [25], [26]. The detailed results for the AD+GM-MST-BF and CT-MST-BF algorithms 

are presented in Figure 1, Table 1 and Table 2. Figure 1 presents the qualitative and quantitative disparity map 

results of selected training images to study the performances of the algorithms. Next, for the quantitative 

results, Table 1 presents the detailed result for nonocc error and Table 2 presents the detailed for all error.  

Mao and Gong [27], explained nonocc error represents the error of invalid disparity values on the non-occluded 

regions and all error represents the error of invalid disparity values on all pixels of the disparity map image. 

 

 

 
 

Figure 1. The results on the highly low texture region using the Middlebury dataset 
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Table 1. The results on nonocc error 
Algorithms AD+GM-MST-BF CT-MST-BF 

Weight average 7.58 7.83 
Adiron 4.88 3.25 

ArtL 6.81 4.54 

Jadepl 15.3 13.3 
Motor  4.24 3.65 

MotorE 7.42 3.75 

Piano 5.82 4.30 
PianoL 12.7 9.99 

Pipes 7.26 6.21 

Playrm 8.12 5.30 
Playt 17.1 41.9 

PlaytP 4.12 11.6 

Recyc 4.43 3.12 
Shelvs 11.0 6.94 

Teddy 3.38 2.64 

Vintage 13.4 19.0 

 

 

Table 2. The results on all error 
Algorithms AD+GM-MST-BF CT-MST-BF 

Weight average 10.6 10.8 

Adiron 5.92 3.78 

ArtL 12.4 8.43 
Jadepl 30.2 28.9 

Motor  6.52 6.40 

MotorE 9.24 6.51 
Piano 6.44 5.14 

PianoL 13.0 10.4 

Pipes 12.2 11.3 
Playrm 13.2 9.26 

Playt 19.5 42.0 

PlaytP 4.94 13.6 
Recyc 4.66 3.48 

Shelvs 11.2 7.27 
Teddy 4.79 3.82 

Vintage 14.3 19.8 

 

 

3.1.  CT method is sensitive to highly low texture region 

Low texture regions are regions that are plain and barely have no contrast in texture information [28]. 

Matching process for low texture regions is difficult due to pixels of such region are almost similar and resulted 

to more than one corresponding point. Therefore, corresponding to the correct pixels can be more challenging. 

To demonstrate that CT technique is sensitive to highly low texture region, Figure 1 presents few selective 

disparity maps, accompanied by their respective all errors, for both AD+GM-MST-BF algorithm and CT-MST-

BF algorithm. According to Table 2, most disparity maps from CT-MST-BF algorithm have best accuracy. 

However, three final disparity maps, Playtable, PlaytableP, and Vintage do not achieve that. In contrast, they 

have the highest all error when compared with another algorithm. The final disparity maps-Playtable, 

PlaytableP, and Vintage for AD+GM-MST-BF algorithm achieved better results with all errors of 19.5%, 

4.94%, and 14.3% respectively. However, CT-MST-BF algorithm have the higher all errors of 42.0%, 13.0%, 

and 19.8% respectively. Through comparison, there are huge differences of 22.5%, 8.06%, and 5.5% 

respectively. The huge differences affected the avg all error by 0.02%, causing AD+GM-MST-BF algorithm 

to ranked first, with avg all error of 10.6% and CT-MST-BF algorithm ranked lesser with average all error of 

10.8%. By observing the final disparity maps for Playtable, PlaytableP, and Vintage, region that are highly low 

texture are full of invalid pixels. The highly low texture regions are the carpet floor for both Playtable and 

PlaytableP. Then, for Vintage, the upper left area-the white wall. As mentioned previously, MST and BF 

mainly act as edge preserver. Therefore, CT technique are sensitive to highly low texture region. 

 

3.2.  CT method reduces depth discontinuity 

Depth discontinuity represents object that appeared to be “discontinued” or “disappearing” [28]. This 

are quite common for elongated object such as pipes, paint brush and more. The object is so thin that the pixels 

of the object are wrongly substitute by surrounding pixels during matching process. For severe cases, the pixels 

of the object are substitute completely by the surrounding pixels, resulting to object “disappearing”. To explain 

that CT technique reduces depth discontinuity, Figure 2 presents several disparity maps and their respective all 

errors, for both AD+GM-MST-BF algorithm and CT-MST-BF algorithm.  
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Figure 2. The results on the depth discontinuity region using the Middlebury dataset 

 

 

In this Figure 2, the selected final disparity maps-ArtL and Pipes for AD+GM-MST-BF and CT-MST-

BF algorithms present clear depth discontinuity, especially for AD+GM-MST-BF algorithm. In addition to 

that, Pipes represents “elongated object” precisely. The elongated objects on final disparity map-ArtL for 

AD+GM-MST-BF algorithm “disappear” almost completely. These are examples of severe depth 

discontinuity. Most elongated objects are absent throughout the whole disparity map. However, CT-MST-BF 

algorithm shows more trances of elongated objects, such as the paint brushes, showing a better respond toward 

depth discontinuity. The quantitative results of all error also proves that the CT-MST-BF algorithm is better, 

with 8.43% error while AD+GM-MST-BF algorithm have a higher error of 12.4%. Then, for the final disparity 

map-Pipes for both algorithms, the elongated objects still suffer depth discontinuity, but they are still 

recognizable as the elongated objects are thicker. By observing the pipe at the right side of the final disparity 

map, CT-MST-BF algorithm presents a clearer elongated object compared to AD+GM-MST-BF algorithm. 

The quantitative results, avg all also validates the claimed as AD+GM-MST-BF algorithm has higher  

error of 12.2% while CT-MST-BF algorithm is lower, 11.3%. Again, as mentioned before MST and BF mainly 

function as edge preserver. Therefore, CT technique reduces depth discontinuity. 

 

 

4. CONCLUSION 

Based on this study, the comparison of algorithms show that the AD+GM-MST-BF algorithm, 

equipped with the combination of multiple pixel matching technique achieved the best accuracy. Following 

next is, CT-MST-BF algorithm, equipped with block matching technique. Besides that, there are other findings 

in this study such as the AD+GM method is sensitive to illumination differences, the CT method is sensitive 

to highly low texture region and at the same time, the CT method is capable to reduce the error on depth 

discontinuity region. Hence, it can be concluded that the AD+GM-MST-BF algorithm producss the best result 

in this experiment. However, at the MCC stage, CT has good results on the depth discontinuity which this 

region is very complex to be matched. 
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