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 Facial expression recognition (FER) is a rapidly emerging topic in computer 

vision that has gotten a lot of interest because of its numerous applications in 

fields including psychology, sociology, human-computer interaction (HCI), 

and security. FER seeks to recognise and analyse human facial expressions in 

order to determine emotions and other mental states. Several strategies, 

including feature-based, kernel-based, and deep learning-based methods, have 

been developed and implemented in FER in recent years. FER’s major goal is 

to extract and identify the most discriminating elements that accurately 

represent the emotions expressed by facial expressions. The literature 

reviewed in this field shows that deep learning-based methods have 

outperformed traditional feature-based and kernel-based methods in terms of 

accuracy and robustness in recognizing facial expressions. However, these 

deep learning-based methods also pose several challenges, such as the need 

for large labeled-data-sets, robustness to different facial poses and 

illumination conditions, and generalization to unseen data. Despite these 

challenges, the field of FER is expected to continue growing, and future 

research will likely focus on addressing these challenges and improving the 

accuracy and robustness of FER systems. 
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1. INTRODUCTION 

Recent studies indicate that each facet of the face conveys specific affective information. And also, 

the verbal mode communicates a third of the information while the non-verbal mode expresses two-thirds of 

the information [1]. Facial expression offers a resourceful technique of emotion identification that fosters 

human-computer interaction (HCI). It denotes decision, and in a social environment, facial expressions initiate 

social exchanges or responses to others. They can be analyzed through action units (AU) or by openly 

considering facial emotion interpretations acquired from facial expressions [2]. As an important technique of 

communication of human emotions, facial expressions have been explored in several fields, including 

deception detection, driver protection, monitoring, HCI, health, and others. Pranathi et al. [3] argue that facial 

expression recognition (FER) is a common examination phenomenon that has led to several computational 

vision tasks like super-resolution reconstruction, image generation, image translation, and video generation. 

Some of the common constitutes of facial expressions include fear, happiness, rage, sorrow, disgust, and 

surprise [4]. Expressions vary from one individual to another and with time, appearance, and intensity [5]. 

Furthermore, facial expressions differ with gender, and age and variations of the face such as rotation, change 

of illumination, accessories, and occlusions can degrade the performance of recognition systems. Therefore, 
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FER has led to many challenges, which have resulted in numerous technological advances in AI and computer 

vision [6]. Such developments have encouraged the advent of automated systems that can precisely scrutinize 

and assess the reactions of people through facial expressions [4]. The present study concentrates on FER and 

the paper presents a wide-ranging review of emerging advances in algorithms and methods used for FER. 

The paper is organized as follows. In section 2, we discuss the FER techniques, which include face 

detection, feature extraction, and classification. In section 3, we provide a comprehensive comparison of 

various FER methods available in the literature. In section 4 discusses the challenges faced in FER, including 

subjectivity, illumination, occlusion, and pose variations. Finally, section 5 provides a summary of the paper 

and future directions for research in this area. 

 

 

2. FACIAL EXPRESSION RECOGNITION 

FER can be formulated as a system, including various steps as depicted in Figure 1. The major steps 

of FER include-preprocessing, feature extraction, and classification [7]–[9]. Li and Jain [10] described three 

FER stages: face detection, facial feature extraction, and expression categorization. 

 

 

 
 

Figure 1. Illustration of the FER system 

 

 

2.1.  Face detection 

Face detection is a necessary stage in FER. The face region in photos or videos can be automatically 

recognised by a powerful automated system. The face region in an image-sequence can be identified using 

facial traits like-edges, skin-colour, texture, and facial muscle movements. The facial region may be easily 

distinguished from the background because of these characteristics. The input image is divided into the face 

region and the non-face region during this stage. The eigenspace approach, adaptive skin colour method, and 

Viola-Jones method are among the few face identification techniques that are well-known. These techniques 

are based on algorithms like the haar classifier, adaboost, and contour points [8]. The goal of this survey is to 

evaluate the accuracy of face detection methods and their performance under different conditions. Table 1 

provides an overview of the different face detection methods. 

 

 

Table 1. Face detection method 
Technique Accuracy Description 

Eigenspace [11] Offers high precision in face detection in 

different pose conditions 

Allows head movements in a horizontal path, making 

the system comprehensive 

Haar classifier [12] High precision due to haar attributes Little computational intricacy because of minimal 

features 

Adaptive skin color [13] Good precision since it can identify skin 
color easily but can fail because of 

illumination 

Employs adaptive gamma correction to overcome 
illumination challenges 

Contours [14] Good accuracy since it employs contour 
points 

Because of a few features, the method reduces the 
computational cost 

Adaboost classifier [15] Achieves high accuracy due to strong 

classifier and can detect a single face 

Employed trained model and hence minimal 

computational cost 
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2.2.  Feature extraction 

When face detection is completed, the subsequent process involves feature extraction. This process 

entails discovering and illustrating positive features in images [16], [17]. In image processing and computer 

vision, this step is important in identifying the transition from graphics to implied data representation [7]. 

Subsequently, the data representation is utilized as input for classification. The key methods used in feature 

extraction include principal component analysis (PCA), gabor features, local binary patterns (LBP), and active 

appearance models. These feature extraction techniques can be classified into five categories: patch, feature, 

geometric, textual, and edge-based techniques [18], [19]. 

Texture feature-based approaches encompass various methods for extracting features, such as the 

gabor filter, which captures phase and size information. Gabor filters with size features are commonly used for 

face image organization, while the phase feature accounts for the overall magnitude features [20]–[22]. Another 

widely used texture descriptor is the LBP, which generates binary codes to represent local image patterns. LBP 

features are obtained by applying a threshold between the neighboring pixels and the central pixel [23], [24]. 

Additionally, the gaussian laguerre (GL) algorithm provides a pyramidal structure for facial texture extraction, 

utilizing a single filter as compared to the gabor filter function [25]. The vertical time backward (VTB) method 

has also been proposed to extract textural features from facial images, and the moment descriptor is effective 

for extracting shape-based features in spatiotemporal planes [25]. The weber local descriptor (WLD) extracts 

discriminant texture features from subdivided facial images using the supervised descent method (SDM) [26], [27]. 

The weighted projection LBP (WPLBP) focuses on capturing intrusive elements during LBP feature extraction, 

while the discrete contourlet transform (DCT) decomposes data using the laplacian pyramid (LP), and 

directional filter bank (DFB) [28], [29]. 

In the realm of edge-based feature extraction, techniques such as line edge map (LEM), graphics 

processing unit-based active shape model (GASM), and histogram of oriented gradients (HOG) are employed 

[30]–[32]. The PCA and stepwise linear discriminant analysis (SWLDA) are global and local feature-centric 

extraction methods that have been developed [33], [34]. Geometric feature-based extraction techniques, 

including local curvelet transform (LCT), capture statistical properties such as standard deviation, mean, and 

entropy [35]. Patch-based feature extraction approaches consider facial movement and extract patches based 

on distance attributes, enabling localized analysis of facial expressions [36]. 

Overall, texture feature-based descriptors offer resourceful methods for capturing appearance-related 

textual features, providing essential feature vectors for FER systems. Additionally, discrete wavelet transforms 

(DWT), local directional number (LDN), KL-transform extended LBP (K-ELBP), and local directional ternary 

pattern (LDTP) are commonly deployed for texture feature extraction [37]–[39]. Table 2 provides a 

summarized overview of these techniques for easy reference. 
 

 

Table 2. Feature extraction techniques 
Category Techniques 

Texture LBP [23], [24], GL algorithm [25], VTB method [25], WLD [26], WPLBP [28], 
DCT [29], DWT [37], gabor filter [20]–[22], K-ELBP [39], LDTP [39] 

Geometric Moment descriptor [25], LCT [35], GASM [31], SDM [27] 

Feature-based PCA [33], SWLDA [34] 
Edge-based HOG [32], LEM [30] 

 

 

2.3.  Classification 

A supervised learning strategy called classification is used to forecast outcomes based on observed 

values. Classifiers are crucial in pattern recognition because they can predict class labels for unknown data 

based on training images. To achieve the highest recognition rates, a variety of categorization algorithms have 

been created [7]. But not all strategies are suitable for analysing various facial feature extraction techniques.  

A real-time FER system needs a dataset containing a wide range of spontaneous expressions in order to function 

properly. Classifiers categorise expressions including disgust, smile, fear, sad, anger, neutral, and surprise 

throughout the feature extraction process, which is regarded as the last phase in FER [40], [41].  

Several classification methods are utilised in this phase, including the minimum distance classifier (MDC), a 

distance-based classifier that is used to calculate the distance between two feature vectors, and the dual local 

histogram descriptor (dLHD) [42], [43], which is used to recognise expressions. The K-nearest neighbours 

(KNN) approach is also used for classification, where the training phase involves estimating the relationship 

between the evaluation models [44]. support vector machine (SVM) is another classification method involving 

two types of techniques: one against one and one against all [45]–[47]. SVM encompasses a supervised 

machine learning approach that employs four kernels to ensure superior processes: sigmoid, linear, radial basis 

function (RBF), and polynomial [48]. Another classification approach involves the hidden markov model 
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(HMM), which is a statistical scheme that classifies expressions into various types. Hidden conditional random 

fields (HCRF) are also employed as a classifier of facial expressions. Other facial classification methods 

include online sequential extreme learning machine (OSELM) [49], learning vector quantization (LVQ) [35], 

[50], ID3 decision tree (DT) [51], [52], multilayer feed forward neural network (MFFNN) [53], [54], bayesian 

neural network, convolutional neural network (CNN) [55], deep neural network (DNN) [56], [57], and deep 

belief network (DBN) [58]. SVM has been found to offer superior recognition accuracy in facial classification 

approaches when compared to other classification methods [59]–[61]. The neural network-based classifier 

CNN offers higher precision than other neural network classification functions. Generally, in FER, SVM 

method is more commonly used than other classifiers [12]. 

 

 

3. COMPARISON OF FER TECHNIQUES 

In Figure 2 shows a comparison of FER methods based on their recognition accuracy. The x-axis 

represents various FER approaches, while the y-axis shows the accuracy of FER techniques. The accuracy has 

been evaluated based on different studies and databases utilized. Classification techniques such as the gabor 

function, SVM, and DCT have been found to offer better accuracy [62]–[64]. On the other hand, WLD and 

LBP descriptors have been found to offer better accuracy with pair-wise classifiers. Table 3 in the Appendix 

presents a comparison of the performance of FER methods, including the recognition accuracy, database name, 

advantages of the methods, number of expressions recognized, and other parameters. The databases used 

include KDEF, JAFFE, Yale, CK+, AR, MMI, TFEID, and MUG [65]–[69]. 

 

 

 
 

Figure 1. Comparison of accuracy of various FER approaches 

 

 

4. CHALLENGES 

FER faces a number of difficulties that impair its performance in real-world situations. With regard 

to position variation, illumination, subjectivity, and occlusion, FER presents specific issues. To overcome these 

obstacles, dependable and robust FER systems need complex algorithms and robust feature extraction 

approaches that can adapt to changes in position, lighting, subjectivity, and occlusion. The following 

subsections will explain them in brief. 

 

4.1.  Subjectivity 

To develop a subjective representation of a person’s face, it is important to identify elusive disparities 

beyond the prototypical reactions like curiosity, disapproval, and attention [2], [70]. Expression predictions are 

commonly individual-dependent, where a trained face of a person is employed to recognize the facial 

expression [71]. Subject-independent or individual-independent recognition of expressions is an increasingly 

multifaceted process since there is a considerable difference in the actual context of facial information and 

hence requires robust classifiers [72], [73]. Algorithms like PCA and LBP are usually individual-dependent, 

while haar classifier and PPBTF are individual-independent algorithms that build on typical facial feature 

models for recognizing expressions. 
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4.2.  Illumination 

Differences in illumination can influence feature extraction and lead to misclassification as well as 

inefficient feature analysis [74]. Various methods have been proposed to overcome this challenge, including 

LBP maps suggested by Ouyang [75], [76]. Additionally, PPBTF is being used as a PCA training model that 

can map 5-pixel facial expressions to achieve high computational speed and robust illumination 

 

4.3.  Occlusion 

The occurrence of occlusion results in inaccurate emotional labeling among humans. Changes in the 

appearance of a face due to the overlapping of various entities might result in the loss of useful facial attributes 

[77], [78]. The occluded region is increasingly hard to detect its predominant visual features, making it difficult 

to track the face region and can degrade FER performance. Obtaining prior knowledge of the occlusion can 

assist in forecasting the appearance, time, type, shape, and location of occlusion [79]. 

 

4.4.  Pose variations 

Pose variations are a self-occlusion associated with the change in head pose, which occurs regularly 

in the image series [80]. The majority of automatic FER apps are designed to recognize anterior face expression 

outlooks [81]. However, the lack of front outlooks can cause variations. FER systems perform poorly due to 

the loss of informative face regions across different views. 

 

 

5. CONCLUSION AND FUTURE DIRECTION 

FER is an emerging research field with several real-time applications. Scholars have developed and 

adopted a variety of face detection, feature extraction, and classification approaches, as outlined in this paper. 

However, face expression detection is still a challenging task influenced by several factors such as pose 

variation, multifaceted background, illumination, and occlusion. In the future, there is a need to extend the 

advancement of FER systems to recognize various signs and facial expressions beyond elementary expressions. 

For example, FER systems should focus on detecting exhaustion, aggressiveness, frustration, and expectation 

expressions in real-time. Robust algorithms must be created in order to handle complicated face expressions 

and fluctuations in lighting, occlusion, and position. To enhance the precision and dependability of FER 

systems in practical contexts, additional research is also required. 

 

 

APPENDIX 
 

 

Table 3. Comparison of the performance of FER methods 

FER method Database used Difficulty 
Recognition 

accuracy 

Number of 
expressions 

recognized 

Key contributions Benefits 

dLHD AR Less 
complicated 

86.6% Three Can extract oriented 
structural features 

Can be deployed in 
real-time apps 

GL Wavelet JAFFE, MMI, 

and CK 

Medium 

complexity 

92% Six Can extract texture and 

geometric data 

Offers rich 

capabilities for 
textual analysis 

Steerable 

pyramid, and 

Bayesian NN 

CK and Jaffee Less 

complex 

95.7% Seven Obtains statistical 

features from steerable 

representations 

Effective for robust 

extraction and 

providing 

outstanding results 

LBP-TOP, 
SVM 

JAFFE, CK Less 86.9% Seven Detects facial features 
point of motion as well as 

image ratio features 

It is increasingly 
robust for lighting 

differences 

Gabor filter 
function 

KDEF Less 
complex 

99% Does not 
support 

Segments the face into 
two sections 

Achieve high 
performance and 

low cost 

LBT, VBT 
Moments, and 

SVM 

Own Medium 
complexity 

95.8% Six Extract spatial temporal 
features 

Effective in image 
recognition 

LBP JAFFE Less 
complex 

93.3% Six Can detect landmarks, 
eyebrow corners, and lips 

Less complex in 
terms of 

computational. 

Action-based, 
ID3 DT 

JAFFE Less 88.9% Does not 
support 

Effective in recognizing 
fear expressions 

Outstanding 
precision for fear 

emotions 

SWLDA Yale, JAFFE, 

MMI, and CK 

Very 

complex 

96.4% Six Categories expressions 

into three classes 

Achieves high 

accuracy 
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Table 3. Comparison of the performance of FER methods (continued) 

FER method Database used Difficulty 
Recognition 

accuracy 

Number of 
expressions 

recognized 

Key contributions Benefits 

HMM, PCA 

and ICA 

Own Less 

complicated 

98% Six Multilayer model to 

avoid similarity 
challenges 

Achieves high 

accuracy based on 
its dataset 

WPLBP MMI, JAFFE, 

and CK+ 

Medium 

complexity 

98.2% Seven Extracts discriminative 

features from informative 
face sections 

Minimal 

misclassifications 

SVM JAFFE Less 

complicated 

87.5% It is not 

supported 

Offers DKFER for 

detecting emotions 

It is efficient for 

emotion detection 
GF, MFFNN Yale and 

JAFFE 

High 

complexity 

94.1% Seven Offers feature selection 

using adaboost 

Offer the least 

computational cost 

GASM, SVM CK High 93.9% Six Undertakes adaboost 
learning from multi-

resolution attributes 

Offers flexibility in 
terms of methods 

utilized for feature 

selection 

OSLEM CK and JAFFE Very 

complicated 

94.4% Seven Can extract statistical 

features such as standard 

deviation, mean, and 
entropy 

offers an approach 

that is trustworthy 

for identifying 
facial expressions 

GF Yale and 
JAFFE 

Less 
complex 

88.6% Six Possibility of projecting 
feature vector space to 

dimension space 

Enhances 
recognition 

proficiency 

SVM Patch 
based 

JAFFE and CK Less 
complex 

83% Six Can capture face motions 
depending on distance 

features 

Outstanding 
recognition 

computation 

HOG, SVM JAFFE Very 
complex 

85% Seven Offers a SIFT flow 
algorithm for aligning 

faces 

Goof for rotation, 
clutter, and 

occlusion 
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