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 The use of smart technologies, the internet of things (IoT), social media, and 

others produce a billion or more pieces of data in different formats. Big data 

has risen to become the most sought-after field in computer science. The e-

commerce evolved significantly and continued to flow until now and even 

after the pandemic. So, big data technologies helped with the development 

and approach to collecting, storing, processing, and extracting the data in this 

field. This paper proposes an application programming interface (API) data 

extractor tool applied to a collection of e-commerce public websites named 

“Klarna dataset” to extract its data, and an analysis of the results. The study 

of e-commerce sales has given results matching universal e-commerce sales 

tendencies. The peak of the number of e-commerce transactions and sales was 

between 2018-2019. Thus, the highest e-commerce sales price was in the 

United States for “luxury” or “fancy” products, and the highest sales in Europe 

were in Frankfurt, Germany, for hardware and gaming material. 
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1. INTRODUCTION 

The term “big data” is used to refer to vast amounts of diverse data types, and it is a rapidly growing 

field. The explosion of big data is driven by an abundance of sources, such as smartphones and the internet, 

and it is utilized in a wide range of applications [1]. To manage this large volume of data, new tools and 

strategies are being developed, such as powerful computer systems, advanced software, and sophisticated 

algorithms. These tools and strategies enable businesses and industries, such as e-commerce, to make better 

use of the data and improve the services they offer. The field of big data is constantly evolving and has become 

an essential component in many industries. It is crucial to stay updated with the newest methods of handling 

and analyzing data in order to gain valuable insights and stay ahead of the competition [2]–[5]. 

Undoubtedly, with the rapid advancement of technology, e-commerce has grown exponentially, 

making it possible for businesses of all sizes to establish an online presence. This has led to a variety of product 

data being available on the web in various forms, such as customer reviews, product rankings, images, and 

more. As a result, many businesses have been able to start and improve their e-commerce operations without 

the need for a physical storefront. This has not only made it easier for businesses to reach customers but also 

increased the competition in the e-commerce market, leading to a wider variety of products and services 

available to consumers. Furthermore, the availability of this product data has enabled businesses to make more 

informed decisions and improve the customer experience [6], [7]. This data also plays a crucial role in 

benchmarking and studying competition, which can assist in making important business decisions, whether it 
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be launching a new product or developing an existing one. We are currently in an era where billions of users 

purchase a wide range of products from online shopping websites, and this number is increasing rapidly day 

by day. As a result, analyzing big data has become an essential aspect of e-commerce. It allows businesses to 

gain a deeper understanding of customer behavior and preferences, as well as market trends, which can help 

them make more informed decisions and stay ahead of the competition. It also enables businesses to identify 

areas for improvement, optimize their marketing strategies and customer service, and ultimately increase their 

revenue. Overall, big data analysis is a crucial tool for businesses to stay competitive in the fast-paced and 

ever-evolving e-commerce market [8]–[10]. 

In this research paper, we work with e-commerce data from the Klarna product page dataset, which is 

a dataset of openly accessible pages that correspond to products sold online on multiple e-commerce sites 

between 2018 and 2019. On each page, analysts defined some key points of interest, manually labeling them. 

These labels are presented in the hypertext markup language (HTML) code. The purpose of this study is to 

give an in-depth analysis of Klarna’s e-commerce sales using an innovative method and algorithm known as 

the application programming interface (API) data extractor. The major goal of this program is to extract and 

parse data from the Klarna e-commerce dataset so that it can be easily used for further analysis. One of the key 

findings of the study was that the number of e-commerce transactions and sales was important in the period 

between 2018 and 2019. This trend is in line with what has been widely reported across the industry, as more 

and more people turned to online shopping as a way to avoid going to physical stores and to make it easier to 

buy products during sales or happy days to gift someone. 

 

 

2. PROPOSED METHOD 

Klarna product page dataset is a public collection of online product pages that were gathered from 

various e-commerce websites. This dataset includes offline snapshots of 51,701 product pages sourced from 

8,175 different merchants across 8 different countries, including the United States, Great Britain, Sweden, the 

Netherlands, Finland, Norway, Germany, and Austria. The data collection period was between 2018 and 2019. 

Each page in the dataset has been labeled by analysts with 5 key pieces of information, including the product 

price, image, name, add-to-cart button, and cart button (if available). These labels are included in the HTML 

code of each page as an attribute called «Klarna-ai-label» and can take on one of four possible values: price, 

name, picture, and add to cart [11]. The data gathered, stored, and processed in big data can come from a variety 

of fields and be generated by a multitude of heterogeneous data sources, resulting in a massive amount of 

structured, unstructured and multimodal data [12], [13]. Processing large amounts of digital data from many 

channels necessitates the use of specialized information technology (IT) solutions. There are dozens of them, 

and most of them are based on the open-source concept, HADOOP, and others for example [14]–[16]. 

From structured data, we can obtain a relational database where the tables are made up of columns 

that represent the different fields or attributes of the data. The relational model is a way of organizing and 

structuring data in a database, where data is organized into tables and relationships are established between the 

tables using foreign keys [17]–[19]. Cardinality in a relational database refers to the number of unique values 

that can exist in a particular column or relationship. The three types of cardinalities are one-to-one, one-to-

many, and many-to-many. In a one-to-one relationship, each value in one column corresponds to a unique 

value in another column. In a one-to-many relationship, one value in a column can correspond to multiple 

values in another column. In a many-to-many relationship, multiple values in one column can correspond to 

multiple values in another column [20]–[22]. Additionally, the structured data format allows for more efficient 

and effective data analysis and can be used as input for business intelligence models [23]–[25]. 

In this study, we proposed a new approach to extracting and structuring the data from the Klarna 

dataset. Specifically, we have developed a custom API data extractor, which is designed to retrieve non-

structured data from the dataset and transform it into a structured format. The API can extract the data from 

the dataset, identify key elements and attributes, and then organize the data into a structured format that is more 

easily analyzed and understood. This approach allows us to extract valuable insights and information from the 

Klarna dataset that would otherwise be difficult or impossible to access. 

The Klarna dataset is structured in the form of a tree, with the top-most level being the root labeled 

“Klarna.” Within this root level, there are multiple folders, each containing additional nested folders. Each e-

commerce sale transaction within the dataset as seen in the Figure 1 is represented by two files one in JSON 

(JavaScript object notation) and the others in MHTML (multipurpose internet mail extensions (MIME) 

encapsulation of aggregate HTML documents): “page_metadata.json” and “source.mhtml” the “source.mhtml” 

file contains information about the transaction, such as the price, product_name, its image, and add_to_card 

button. The “page_metadata.Json” file contains further information like the country, currency, date, and many 

more. Together, these two files provide a comprehensive picture of each e-commerce sale transaction in the 

dataset. 
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2.1.  Algorithm 

The first step in extracting data from the Klarna dataset involves reading through all the folders within the 

tree structure. This includes traversing through any subfolders and subdirectories that may be present. Once all the 

folders have been read, the algorithm searches each folder for specific files containing data, such as “page 

metadata.json” and “source.mhtml,” and saves them in memory. These two files are referred to as “data files” in the 

remainder of this study. The algorithm for extracting data files from folders tree as you can see in the Figure 2. 

After extracting the data files, our next step is to retrieve all the information contained within them. 

The algorithm in Figure 3 begins by iterating through each data file, reading, and analyzing its contents. As it 

reads through the file, it looks for specific patterns or markers that indicate the presence of relevant information, 

such as “Klarna-ai-label” that is in “source.mhtml” files and JSON objects in “page_metadata.json”. Once all 

the information has been collected, we will save it to an output file called “database.json”. This file will be in 

the JSON format, which is a lightweight data-interchange format that is simple for people to read and write 

while also being simple for computers to process and generate. The “database.json” file will be used to store 

all the information we have collected, so that it can be easily accessed and used for further analysis or 

processing. The API data extractor is a tool that enables the extraction of data from the Klarna dataset, which 

is non-structured in its raw form. The extractor converts this data into a structured format, making it more 

usable and accessible for analysis. Noting that the first and second steps are referred to by step 1 and step 2, 

the full algorithm for its functioning is as follows in Figure 4. 
 
 

 
 

  

Figure 1. Klarna e-commerce dataset structure Figure 2. Extracting data files from folders tree 

algorithm 
 

 

 
 

  

Figure 3. Extracting data from data files algorithm Figure 4. API data extractor full algorithm (step1+step 2) 
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3. RESULTS AND DISCUSSION 

Previously, we used the API data extractor to extract data from the Klarna dataset. This data was then 

structured and organized in a way that made it easy to understand and use. Once the data was structured, it was 

stored in a file called “database.json.” The Table 1 is a representation of all the data that was retrieved using 

the API data extractor and stored in the “database.json” file. 

In this section, we will take the “database.json” file as input for a business intelligence IT tool, and 

we will use this tool to conduct a thorough analysis of the data contained within the file. By using a business 

intelligence tool, we will be able to manipulate and visualize the data, making it much easier to understand and 

interpret quickly and easily. Overall, using the “database.json” file as an input on a business intelligence IT 

tool will be a powerful resource for uncovering insights and understanding the data. 

 

 

Table 1. Klarna e-commerce dataset extracted data 
Data type Source file 

Country  

Currency  

Date  

City  
Region  

Region_code  
Country_code page_metadata.json 

Continent_code  

In_eu  
Utc_offset  

Website  

Country_calling_code  
Timezone  

Languages  

User_agent  
  

Page_type  

Price source.mhtml 
Product_name  

Picture  

Add_to_cart  

 

 

3.1.  Data transformation 

Before utilizing the “database.json” file, we performed several modifications to it, such as specifying 

the data type for each column and rearranging the columns in a specific order. It’s worth noting that the data 

pertains to eight different countries. As a result, the prices for the products are expressed in various currencies. 

To facilitate comparisons, we converted all of the prices to the same currency United States dollar (USD) by 

joining our database with an international exchange rate table that contains exchange rates of August 17, 2022, 

at 13:40 UTC (coordinated universal time). 

 

3.2.  Data modeling 

For organization and clarity, we divided our dataset into four separate tables. One table, known as the 

“fact table” that contains information about e-commerce sales. The remaining three tables, referred to as 

“dimension tables” that include information about all of the actors that can potentially influence these sales. 

Additionally, we created a dimension table specifically for dates, which allows for easy filtering and analysis 

of the sales based on the date they occurred. As a summary, we have at the end five tables, one as a fact table 

called “Klarna e-commerce sales”, and four dimensions called “territories”, “websites”, “currencies”, and 

“dates” as you can see in Figure 5. This decomposition of the dataset into multiple tables allows for more 

efficient querying, analysis, and understanding of the data. 

 

3.3.  Data visualization 

Data visualization is the act of successfully communicating information and insights from data by 

utilizing graphical representations such as charts and graphs. It is a strong tool for making large data sets easier 

to comprehend. To thoroughly analyze our data, we will utilize a variety of different data visualization 

techniques to represent the information in a clear and easy-to-understand manner. By using four graphs, we 

will be able to effectively communicate different aspects of the data, highlight important trends, and identify 

patterns that might not be immediately obvious from looking at raw numbers. 
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Figure 5. The conceptual model of Klarna e-commerce dataset 

 

 

3.3.1. Moving average of number of transactions per date 

The Figure 6 is a representation of the moving average of the number of transactions per date over 14 

days. The moving average is a statistical method that is used to smooth out fluctuations in data by calculating 

the average of a set of data over a specific period. In this case, it is used to show the overall trend in the number 

of transactions per date over 14 days. The graph is plotted with the number of transactions per date on the y-

axis and the date on the x-axis. The line representing the moving average is plotted in blue and is intended to 

show the overall trend in the data. The three red points on the graph represent the values of the number of 

transactions for the dates December 21, 2018, February 20, 2019, and July 10, 2019, respectively. These red 

points are intended to demonstrate how the number of transactions on these specific dates compares to the 

overall trend represented by the moving average. There are upward and downward trends in the data, with a 

significant increase beginning in November 2018. This increase can be seen to peak on December 21 of 2018, 

which is likely due to the holiday season as people tend to do more shopping online to fulfill their needs for 

christmas. Moreover, the increase in online shopping during this period can also be due to the convenience of 

online shopping, as well as the availability of more diverse products at competitive prices. Online retailers may 

have also run holiday promotions and sales that encouraged customers to make purchases. 

 

 

 
 

Figure 6. Moving average of number of transactions per date 
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After the peak in December, the number of transactions decreases, but then there is a sudden increase 

between February and March, hitting a global optimum in March of 2019. This increase in activity can be 

explained by the variety of events that occur during these two months, which can greatly affect e-commerce 

sales. For example, valentine’s day on February 14th and International women’s day on March 8th led to an 

increase in the sales of gifts, flowers, and expensive merchandise that symbolize love, affection, and care. 

Additionally, spring break, which varies by location and school, can also affect sales of travel packages and 

vacation-related items. At the end of spring break in early May, transaction activity typically slows down before 

picking up again during the summer. This trend could be attributed to the summer sales season, as people tend 

to have more disposable income during this time of year and may be inclined to make purchases for vacations, 

travel, and other needs. Overall, this graph provides a clear representation of the trend in the number of 

transactions over a period, and it is evident that certain events and factors have a significant impact on the data. 

 

3.3.2. Moving average of total sales in USD per date 

The Figure 7 is a representation of the moving average of total sales per date over 14 days. We have 

observed that the optimal outcome for the total sales is the same as that for the number of transactions. This 

correlation means that as the number of transactions increases, there is a corresponding increase in the overall 

sales figures. 

 

 

 
 

Figure 7. Moving average of total sales in USD per date 

 

 

3.3.3. Total sales by country tree 

The Figure 8 displays the distribution of total sales across various countries, cities, dates, websites, 

and product categories. Our analysis reveals that most of the total sales were generated in Chicago, United 

States, on February 11, 2019, on a well-known website, with the product category being “luxury” or “fancy.” 

This date is close to valentine’s day, a day known for gift-giving and romantic gestures, which confirms our 

initial hypothesis from the analysis of the first graph regarding the number of transactions per date. It is worth 

mentioning that for confidentiality reasons, the specific website and product names have been removed from 

the graph, and replaced by website 1, website 2, website 3..., and product 1, product 2, product 3..., respectively. 
 

3.3.4. Total sales by continent tree 

The Figure 9 present the total sales for each country included in our dataset, we can see the top three 

countries in terms of e-commerce sales that generated the highest percentage of total sales among all the 

countries in the dataset are the United States the top performer, followed by Germany and Finland. This data 

shows that e-commerce is a thriving industry in these countries, and it’s worth noting that these countries have 

a relatively high purchasing power. This information can be useful for businesses looking to expand their e-

commerce operations, as these countries may be key markets to target. 
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Figure 8. Total sales by country tree 
 

 

 
 

Figure 9. Total sales by country 

 

 

4. CONCLUSION 

Processing large amounts of digital data from various sources necessitates the use of specialized IT 

tools of which there are many options. In this study, we utilized an API data extractor to process a Klarna e-

commerce dataset and conducted an analysis of the data. The results obtained were found to correspond with 

real-world events and global trends, which lends credibility to the method of data extraction, transformation, 

and loading as well as the method used. This API data extractor is a powerful tool that allows us to gather and 

process data from different sources, such as e-commerce websites. This makes it possible for us to extract and 

analyze data in a structured and efficient manner, which is crucial when dealing with large amounts of data. 

Furthermore, the data analysis provides insights that can be used to improve e-commerce strategies, track 

customer behavior, and identify market trends, which can be beneficial for businesses and researchers alike. 

Overall, the use of specialized IT tools and the method employed in this study demonstrate the effectiveness 

of data analysis in understanding real-world events and global trends. 
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