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Abstract 
Through comparison and analysis of clustering algorithms, this paper presents an improved K-

means clustering algorithm. Using genetic algorithm to select the initial cluster centers, using Z-score to 
standardize data, and take a new method to evaluate cluster centers, all this reduce the affect of isolated 
points, and improve the accuracy of clustering. Experiments show that the algorithm to find the initial 
cluster centers is the same location, objective function value is smaller, the clustering effect is better and 
more stable when it has the outlier data, and it applies not only to simple data sets, but also to more 
complicated data sets. 
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1. Introduction 

Clustering is an unsupervised classification, in accordance with a specific standard to a 
data set divided into different classes or clusters, makes the same data within a cluster as large 
as possible similarity, at the same time not in the same cluster, the data differences are as large 
as possible. As an important data analysis techniques, Clustering can greatly improve the 
efficiency of the algorithm. Therefore, clustering has become very important field of data mining. 
In the market or customer segmentation, pattern recognition, spatial data analysis, web 
document classification and other fields, clustering has been widely studied and applied [1]. 

Clustering has been carried out forty years, it has gone through three stages of 
development in foreign，and classification in the mail, electronic conferences, information 
filtering and achieved a relatively wide range of applications. Clustering in our country was 
studied from 1980's，and it has been trying to develop a number of automatic classification and 
clustering systems. Clustering algorithm can be divided into [2]: 

 
1.1. Grid-based Clustering Algorithm 

Grid-based clustering algorithm divided the object space into limited number of units, to 
form a grid structure. All clustering operations are carried out in the grid structure. This has no 
direct advantage of the data processing, second the increase in data grid allows data from grid-
based clustering of the order. Clustering quality depends on the lowest level of granularity of the 
grid structure, if the relatively small size, clustering operation costs will increase significantly, 
however, if the lowest level of granularity is too coarse will reduce the quality of cluster analysis. 
Therefore，when the space dimension big, they will naturally have a huge number of grid cells 
to the high computation complexity. Typical grid-based clustering algorithms are CLIQUE 
algorithm and STING algorithm [3]. 

 
1.2. K-means Clustering Algorithm 

K-means clustering algorithm was a classical clustering algorithm, proposed in 1967 by 
the J.B.MacQueen [4]. K-means clustering algorithm is a method of clustering algorithm based 
on partition，K data were first randomly selected as the initial center of K clusters (the objects in 
the cluster average), then the rest of the data object according to its distance from the center of 
each cluster assigned to the nearest cluster, re-calculated for each cluster centers. This process 
is repeated, until the objective function is minimized. Thus seen K-means clustering algorithm 
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for the K value must be determined in advance，secondly, the final clustering results depend on 
the selection of cluster centers, different centers were randomly selected will produce different 
clustering results, and the clustering results may be very large differences. 
 
1.3. Fuzzy C Means (FCM) Clustering Algorithm 

Fuzzy C Means (FCM) clustering algorithm proposed by Dunn, and developed by 
Bezdek [5], FCM is the application of the most widely used clustering algorithm. However, FCM 
clustering algorithm is essentially a hill climbing local search，on the initial cluster centers or 
membership matrix sensitive, not guarantee convergence to global optimal solution, in addition 
FCM clustering algorithm in the treatment of high dimensions, large data sets slower rate of 
convergence, makes the practical application of FCM clustering algorithm is subject to certain 
limitations. 

 
1.4. Clustering Algorithm Based on Neural Network 

Clustering algorithm based on neural networks will be described as a sample for each 
cluster, as a prototype of the cluster sample. According to some distance measure, the new 
object can be allocated to its most similar cluster sample. Neural network includes Rumelhart 
competitive learning neural networks and Kohonens self-organizing maps (SOM) neural 
network. In the SOM algorithm，clustering is also a competition through a number of units for 
the current object. Weight vector closest to the current object as the winning unit cell. In order to 
enter the object closer, of the winning unit and its nearest neighbors to adjust the weights which 
include data to be improvement in the type of expansion and efficient algorithms designed to 
handle large data sets to the clustering. 

Among these clustering algorithms, each clustering algorithm has its own shortcomings, 
such as easy to fall into local optimum, the initial point through the high sensitive and complex. 
K-means algorithm is a classical algorithm to solve clustering problem, it is simple, quick, easy 
to improve, and the relatively high efficiency of the implementation. However, the algorithm is 
susceptible interference from noise and isolated points, lead to the next generation of the 
deviation of the cluster centers, and ultimately affect the clustering effect. There is no basis 
standard for the number of categories K value, sometimes K value is difficult to estimate, but the 
inaccuracy of K value will affect the quality of clustering. So the algorithm need to improve, this 
paper presents an improved K-means clustering algorithm to improve running efficiency, scope 
of application and accelerate the convergence rate of the algorithm. 

 
 

2. Improved K-means Clustering Algorithm 
2.1. Improved Initial Cluster Centers 

The current method to select the initial cluster centers is: select K cluster centers from 
the pending clustering data arbitrarily, find out the K farthest point as the initial cluster centers 
by calculating the distance, then calculate the average value as the K initial cluster centers, all 
pending clustering the data are divided into K classes. Document [6] proposed to select K 
farthest points from the data set as the initial cluster centers by solving similarity. Document [6] 
proposed the method is first determine the furthest distance between two data points, then the 
data set is divided into K segments, calculate each mean as K initial cluster centers [7]. The 
experiments show that these methods not only improve the clustering efficiency but also 
become more accurate. In this paper, use the genetic algorithm to select the initial cluster 
centers. 
1) Chromosome coding 

Encoding methods are divided into three categories: binary coding, floating-point coding 
and symbol coding. There are two main genetic K-means clustering algorithm coding: one, 
randomly generate K cluster centers as chromosomes; Second, each data belongs the cluster 
class number as the chromosomal gene value, so that the chromosome length corresponding to 
the total number of the dataset. When the clustering data set is long, the cluster computing of 
this encoding will be very complex, it will reduce the efficiency of the algorithm. So this article 
choose the first coding method, the chromosome length is shorter, facilitate the calculation and 
understanding, it can improve the efficiency of clustering. 
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2) Initial population 
Population size M is the number of individuals contained in the initial population, When 

M value is larger, it will reduce the search efficiency of the genetic algorithm, When M value is 
small, it can improve the searching speed, but it can reduce the diversity of the population, may 
lead to the premature phenomenon. So M-value general range is [20-100]. The operation of 
initial population is as follows: 
(1) Set the number of individuals M 
(2) do 

Randomly select K cluster centers from the initial population as one chromosome 
(3) Until population size reached M 

As the initial K is not the best number of clusters, therefore, it can take individual of the 
largest fitness value as a sample of other individuals，the length of other individuals (K value) to 
learn from. If K value is increasing trend, for then increased gene, the farthest point from the 
largest cluster center of the current individuals are added. If K value is reducing trend, then 
merger this two cluster centers if two cluster centers is the minimum distance of all cluster 
centers, the new cluster centers after the merger is average of two cluster centers. It can 
significantly improve the real possibility of clustering results according to individual fitness learn 
the K value automatically. 
3) Single-point crossover 

Genetic cross is an important feature different from other algorithms. Cross is the main 
method to generate new individuals, and directly affect the ability of algorithm global search. 
Methods of cross commonly used are: single-point crossover, two-point crossover, uniform 
crossover, discrete crossover and arithmetic crossover [8].  Because chromosome length is not 
long, so in this paper take single-point crossover to protect the excellent individual. The steps 
are as follows: 
(1) Randomly divided group into groups of two individuals, the population size is M, formed M / 

2 individual groups 
(2) For each group of individuals, set a gene Location for intersection by the random function  
(3) For each group of individuals, swap the gene of the two chromosomes according to the 

crossover probability in determining the intersection point, it can format two new 
chromosomes 

(4) Calculate two new individuals’ fitness, compare the fitness with parent, choose two 
chromosomes from these four chromosomes 

4) Choice 
Choice is to improve the global convergence and computational efficiency. The choice 

of methods used: roulette wheel, strategy and ranking selection method etc. Simply using the 
basic genetic algorithm, lead to poor convergence of the algorithm. This paper introduces the 
concept of difference degree, by calculating the difference degree between cluster centers to 
limit individuals with poor fitness, when child difference degree must be greater than the parent 
individuals’ difference degree, child can choose to genetic operation. To optimize the efficiency 
of genetic algorithm, let individual   C j(i) = {C 1i , C 2i ,… , C ki}， the  individuals’ difference 
degree: 
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If the individual is a quality individual，then the distance between cluster 

centers，difference degree large; if the individual is a poor individual，is very close to the 
cluster center，difference degree is small.  
5) Variation 

Variation can increase the diversity of the population，to prevent the occurrence of 
premature, increased the algorithm capacity of local random search[9]. However, genetic 
variation may exceed the range，this paper propose a new adaptive method. Let variation 
individual's gene: Gij denotes value of the i cluster center of the j-dimensional, the variation of 
individual genes Gij’ as: 

 
Gij’= Gij +m (GCij,max  - Gij)            m>=0                                                                    (2) 
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Gij’=  Gij +m (Gij —Gij,min)             m<0 
 
Where，Gij,max and Gij,min respect maximum and minimum of the i cluster center of  j-

dimensional, m generate uniformly distributed within [-(f-fmin )/(fmax-fmin), (f-fmin )/(fmax-
fmin)],  f  is variation individual fitness,  fmin and fmax  respect the best and the worst  fitness of 
population. In this way, the worst large individual participate in variation，the best individual 
does not participate in variation，to achieve adaptive variation of genes. Thus ensuring the 
clustering performance and the convergence rate faster. 
6) Evaluation of individual fitness 

Fitness function is the main basis for survival of the fittest individuals. Fitness function 
related to the quality of the next generation of population and number of，let the data set is 
divided into K classes, the fitness function: 
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Among them, the molecule is the minimum distance between cluster centers，should 

be as large as possible; the denominator is the average distance within the cluster center, it 
cloud be as small as possible. Fitness function reflects the distance between cluster centers 
should be loose, the cluster centers should be as compact as possible. 
7) Algorithm flow 
(1) Initialization: the population size M, the maximum number of iterations T, the number of 

clusters K etc 
(2) Randomly generated m chromosomes, one chromosome represents a set of initial cluster 

centers, it can form initial population 
(3) Take K-means clustering of the data according to the initial cluster centers, then calculate 

each chromosome adapt according to the clustering results, retain the best 
(4) Select population, take crossover and mutation operations to produce a new generation of 

groups 
(5) If the average fitness of successive generations of individual differences in less than a 

minimum threshold (a smaller constant ε) or genetic algebra T= Gmax, algorithm stop to (6), 
otherwise to (3) 

(6) Calculate the fitness of the new generation of group, identify the highest fitness individuals 
(7) Take K-means clustering according to the initial cluster centers of the highest fitness 

chromosome for output clustering results. 
 

2.2. Improved the Affect of Isolated Points 
The property values may be quite different  in pending clustering data set,  such  large 

value can affect the distance between the data attribute,  it can lead to  the failure of the cluster. 
Therefore, the data first take z-score normalization before performing clustering [10], use the 
following formula: 

 

V =
A
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
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                                                                                                   (4) 

 

Where A is the property, A  is the mean, A  is the standard deviation, By the above 

formula, the value  V can be normalized to V  .  In order to reduce the impact of isolated points, 
this paper take a new evaluates methods of cluster centers to improve clustering accuracy. The 
concrete steps are as follows: 
(1) Randomly select K clustering data as the initial cluster centers 
(2) Do 
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Calculate the distance of each data with the K-th cluster centers, and this data is assigned to 
the cluster that it’s nearest center point represent 
Calculate the average distance d for all the data in the cluster with the cluster centers; 
Select cluster center distance less than 2d data objects form a subset 
Calculate the average value of each subset as the next round of cluster centers 

(3) Until all cluster centers no longer change. 
When the cluster has isolated points, the maximum distance between the cluster data 

and cluster centers is larger than the average distance between all data and cluster centers. 
Then twice the average both includes most of the data and rule out the isolated points. When 
the data is relatively dense, the maximum distance between the cluster data and cluster centers 
is smaller than the average distance between all data and cluster centers. Twice the average 
can include almost all of the data in the cluster. So using the above method can get better 
clustering effect, whether the data set have isolated points. 

 
 

3. Experimental Results and Analysis 
In order to verify the effectiveness of the algorithm in this paper, improved K-means 

clustering based on genetic algorithm will compare with the original K-means algorithm and two 
known algorithm. The algorithm parameters are set as follows: k=3, pc1=0.9, pc2=0.6, pm1=0.5, 
pm2=0.1, m=50, Maxgens=100. 

Experiment 1: The case of non-isolated points 
The experimental data included a set of manual data and the iris data from the UCI 

database, artificial data as shown in Table 1. Respectively from the initial cluster centers, the 
number of iterations, the minimum objective function value and the running time of the K-means 
algorithm, the two existing improved algorithm of K-means and this algorithm were validated, 
experimental results were shown in Table 2 and Table 3. 

 
 

Table 1. Manual Data (k=3, n=15) 
X 0 0 1 1 1 2 2 2 3 6 6 7 7 8 8 
Y 0 1 0 2 5 1 2 5 6 6 7 6 8 7 8 

 
 

Table 2. Manual Data of Non-isolated Points 

Clustering algorithm Initial cluster centers 
The number of 

iterations 
The minimum objective 

function value  
The running time 

(s)  
K-means 1 (3,2,1) 4 5.64 15 
K-means 2 (4,8,5) 5 5.64 9 
K-means 3 (7,0,9) 2 5.64 5 
K-means 4 (13,8,11) 4 7.57 9 
K-means 5 (11,13,14) 3 7.57 5 
K-means 6 (8,1,12) 2 5.64 5 
K-means 7 (11,8,9) 4 7.57 4 
K-means 8 (13,8,10) 4 7.57 4 
K-means 9 (5,2,13) 4 5.64 7 

K-means 10 (7,5,14) 2 5.64 4 

 
 

Table 3. Iris Data of Non-isolated Point 

Clustering algorithm Initial cluster centers 
The number of 

iterations 
The minimum objective 

function value  
The running time 

(s)  
K-means 1 (143,70,335) 7 129.4 14 
K-means 2 (26,109,76) 9 129.4 10 
K-means 3 (69,66,84) 12 129.4 5 
K-means 4 (10,110,61) 5 129.4 7 
K-means 5 (50,118,55) 12 129.5 5 
K-means 6 (82,80,7) 12 129.4 5 
K-means 7 (118,58,59) 9 129.5 5 
K-means 8 (4,118,103) 11 129.4 6 
K-means 9 (45,92,1) 4 145.4 5 

K-means 10 (70,105,145) 11 135.6 6 
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Experiment 2: the case of isolated points 
Several isolated-points were added to the above data, Manual data added a group (15, 

15), the iris data added five  groups (10,3.0,1.5,5), (5.8,3.6,20,0.2), (0, 0, 0, 0), (9.0,6.6,14,0), 
(6.9,9,1.4,9), experimental results were shown in Table 4 and Table 5. 

 
 

Table 4. Manual Data of Isolated Points 

Clustering algorithm Initial cluster centers 
The number of 

iterations 
The minimum objective 

function value  
The running time 

(s)  
K-means 1 (8,10,5) 2 7.13 7 
K-means 2 (2,9,8) 2 7.13 5 
K-means 3 (6,2,9) 3 7.13 6 
K-means 4 (7,14,4) 2 7.13 6 
K-means 5 (8,10,6) 4 7.13 5 
K-means 6 (12,15,1) 3 7.13 15 
K-means 7 (11,14,11) 4 7.13 4 
K-means 8 (10,12,0) 5 7.13 7 
K-means 9 (13,11,3) 4 8.34 7 

K-means 10 (11,15,14) 5 8.34 8 

 
 

Table 5. Iris Data of Isolated Points 

Clustering algorithm Initial cluster centers 
The number of 

iterations 
The minimum objective 

function value  
The running time 

(s)  
K-means 1 (70,6,8) 9 123.8 10 
K-means 2 (44,81,96) 11 123.8 7 
K-means 3 (84,5,122) 9 123.8 7 
K-means 4 (130,128,75) 13 123.8 8 
K-means 5 (15,78,40) 5 140.5 8 
K-means 6 (62,73,32) 9 123.8 8 
K-means 7 (102,58,125) 13 123.8 5 
K-means 8 (42,48,97) 8 139.4 5 
K-means 9 (45,54,30) 7 140.4 4 

K-means 10 (18,105,145) 12 125.6 8 

 
 

It can be seen from the two experiments, when there was no isolated point data, the 
proposed algorithm can get more accurate clustering results. When there was isolated point, the 
proposed algorithm can be significantly reduced the impact of an isolated point.  

Experiment 2: Convergence performance comparison 
 
 

 
 

Figure 1. The Number of Iterations 
 
 

Figure 1 gives a two-dimensional graph of objective function value changing with the 
number of iterations in each case, it is the convergence of the objective function curve. In both 

T
he objective function
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cases, several algorithms convergence speed changed little. For more complex data sets, the 
proposed algorithm convergence rate is relatively not fast, however, the proposed algorithm is 
relatively converges to a minimum value of the objective function, the effect of clustering is best, 
the other algorithms precocious in a larger objective function value.  Algorithm objective function 
value of iterations are smaller than other algorithms, it indicates that the proposed algorithm has 
better performance. 

 
 

4. Conclusion 
This article main innovation is: used the genetic algorithm to select the initial cluster 

centers, improved the affect of isolated points by data preprocessing. The experimental results 
show that regardless of whether there are isolated points, the algorithm is better than the other 
three algorithms in the number of iterations and objective function value. The proposed 
algorithm finds out more favorable initial cluster centers, the clustering effect is better and more 
stables, it is not only suitable for simple data set, but also for the slightly more complex data set. 
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