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 Nowadays, software defined networking (SDN) offers benefits in the area so 

fautomation, elasticity, and resource consumption. However, evidenceis there 

that SDN controller may undergo certain defeat for the network structure, 

particularly as the yare targeted by attacks like denial of service (DoS). Due 

to this network traffic has increased tremendously and attacked the server 

severely. To handle this issue, weused the Ryu controller and Mininet tool to 

identify and all eviate the DoS attack by the machine learning (ML) algorithm. 

Since ML is deemed as themain method for detecting peculiarities, the 

detection of DoS attacks was done through ML based classification. In this 

paper, several ML techniques were used to identify the DoS attack, and the 

traffic which is causing the attack has been dropped immediately to avoid 

congestion. The proposed work hasbeen simulated in Mininet and the results 

show that the proposed work detects DoS attacks well and achieves good 

accuracy. 
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1. INTRODUCTION 

The current trends are based on networking technologies which seem to be in high demand and issues. 

The increase in demand also leads to a rise in the number of users of the network for various purposes in various 

fields [1]. The networking concepts are not only applied and made by the software technical people but also 

by the civilians of the world. Even a commoner uses a website or a web application by requesting and receiving 

services over the network approximately more than 4,000 times. 

As this is the case, networking traffic occurs, which seems not to be solvable sometimes. Network 

congestion is a result of massive network traffic. As a result, network and traffic management problems 

developed as well. The traffic is forwarded across a number of switches and routers in a traditional network by 

integrating hardware and software [2], [3]. The traditional was purely based on the hardware networking 

components for networking before the rise of the Software defined networking (SDN) concept. The traditional 

network is basically of static nature which makes use of fixed and dedicated hardware devices to control 

network traffic [4]. 

SDN is a networking architecture that defeats the problems in the state of art network by distinguishing 

the network controlling plane from the forwarding plane in order to simplify and improve the network control. 

SDN architecture has a centralized controller which monitors and collects all network statistics for the effective 

organization of resources and packets routing. SDN has the separation of control plane functions from the 

https://creativecommons.org/licenses/by-sa/4.0/
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forwarding functions, which makes of greater for automation and programmability. The SDN networking will 

only do the forwarding without any interpretation. The comparison of traditional and software-defined 

networking is shown in Figure 1. The current trends are based on networking technologies which seem to be 

in high demand and issues. The increase in demand also leads to a rise in the number of users of the network 

for various purposes in various fields [5], [6]. The networking concepts are not only applied and made by the 

software technical people but also by the civilians of the world. Even a commoner uses a website or a web 

application by requesting and receiving services over the network approximately more than 4,000 times. 

 

 

  
 

Figure 1. Traditional network vs SDN 

 

 

Rules and actions to take will be present in the SDN switches and these actions are coordinated by the 

programmable controller in the controller plane [7]. The open flow protocol is an open interface through which 

communication between the planes occurs. In SDN, traffic engineering, security, and dynamic management of 

resources are promoted by the network programmability of SDN [8]. SDN traffic prediction system is capable 

of predicting the future traffic that is expected to occur and also the congestion in the network using offline 

historical and also online real-time data. This paper shows the proposed work which detects the denial of 

service (DoS) attacks in SDN using the Ryu controller and mininet tool [9]. 

 

 

2. METHOD 

2.1.  Ryu controller 

Ryu is an SDN controller framework that can be leveraged to build custom SDN applications, 

including those focused on DDoS detection and mitigation. The Ryu controller can act as the brain of the SDN 

network, where it receives network traffic information from switches and makes intelligent decisions based on 

predefined rules or algorithms to identify potential DDoS attacks [10], [11]. SDN is a network architecture that 

separates the control plane from the data plane in network devices, allowing for more flexible and 

programmable network management. It serves as an SDN controller, which means it manages network devices 

and their traffic flows in an SDN environment. SDN controllers like Ryu provide a centralized point of control 

for SDN networks. Ryu is often used with OpenFlow, a standard communication protocol between the SDN 

controller and the network switches [12]. OpenFlow allows the controller to instruct switches on how to handle 

traffic flows. 

 

2.2.  Roles of Ryu in DDoS detection and mitigation 

Traffic monitoring: Ryu can collect flow statistics and packet information from the network switches 

to monitor traffic patterns in real-time [13]. Anomaly detection: Using machine learning (ML) algorithms or 

predefined thresholds, the Ryu controller can detect unusual traffic patterns that might indicate a DDoS attack: 

− Flow classification: Ryu can classify network flows based on their characteristics and prioritize important 

flows over suspicious ones during a DDoS attack. 

− Traffic engineering: The controller can dynamically reconfigure network paths and allocate resources to 

mitigate the impact of the DDoS attack. 
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− Blackhole routing: Ryu can instruct switches to forward DDoS traffic to a blackhole (a null route) to prevent 

it from reaching the target. 

 

2.3.  Mininet 

Mininet provides a platform for emulating an SDN network on a single physical machine or a cluster 

of machines. It allows users to create custom network topologies and emulate traffic scenarios, including DDoS 

attacks, in a controlled environment [14]. Mininet is a network emulator that creates virtualized network 

environments for testing and simulating computer networks within a single physical machine. Users can 

interact with the emulated network in real-time, enabling monitoring, troubleshooting, and the evaluation of 

network application behavior [15], [16]. 

 

2.4.  Roles of mininet in DDoS detection and mitigation 

Testing DDoS scenarios: Mininet allows researchers and developers to simulate various DDoS attack 

scenarios by generating high volumes of traffic to mimic attack patterns. Evaluating Ryu applications: Mininet 

can be used to evaluate the effectiveness of Ryu-based DDoS detection and mitigation applications in a 

simulated network environment before deploying them in a production network [17]. Network administrators 

and security experts can use Mininet to develop and fine-tune DDoS mitigation strategies, including traffic 

filtering, rate limiting, and redirection. They can experiment with different mitigation techniques to see how 

they perform under attack conditions. 

 

2.5.  Combining Ryu and Mininet 

By combining Ryu and Mininet, users can create a controlled testbed to develop, validate, and 

optimize DDoS detection and mitigation strategies using SDN. The Ryu controller, with its programmability, 

real-time traffic analysis, and flow control capabilities, can work in tandem with Mininet’s emulation 

capabilities to effectively identify and respond to DDoS attacks in a simulated SDN environment. This 

integrated approach can lead to more robust and efficient DDoS mitigation solutions in actual SDN 

deployments [18]. 

 

2.6.  Real-time DDoS detection 

Ryu's ability to gather real-time network traffic information from switches allows it to perform 

continuous monitoring of network flows. By analyzing the flow statistics, packet headers, and payload data, 

Ryu can implement sophisticated DDoS detection mechanisms [19]. These mechanisms can range from simple 

threshold-based approaches to more advanced ML ing algorithms, such as anomaly detection and behavioral 

analysis. For example, Ryu can use ML models to learn the normal behavior of the network and identify 

deviations from this behavior that may indicate DDoS attacks. When suspicious patterns are detected, Ryu can 

trigger the appropriate response to mitigate the attack. The technique can include flow-based mitigation, 

blackhole routing, cooperative mitigation and mininet for scalable testing [20], [21]. 

In the case of flow-based mitigation, SDN, with Ryu as the controller, provides fine-grained control 

over network flows. When a DDoS attack is detected, Ryu can dynamically adjust flow rules in switches to 

divert, rate-limit, or drop malicious traffic. For instance, Ryu can steer DDoS traffic away from critical network 

resources, ensuring that legitimate traffic still reaches its intended destinations. In the case of severe DDoS 

attacks, where immediate action is required, Ryu can instruct switches to implement blackhole routing.  

This involves directing all the traffic destined for the attacked resource to a null route or a blackhole, effectively 

discarding the malicious traffic and preventing it from reaching the target [22]. 

In larger SDN deployments, multiple Ryu controllers can work together, each responsible for a 

specific domain of the network. When a DDoS attack is detected in one domain, the affected controller can 

signal other controllers to implement cooperative mitigation strategies. This collaboration helps to contain the 

DDoS attack’s impact and improve the overall network’s resilience [23]. Mininet’s ability to emulate various 

network topologies and traffic scenarios allows users to test Ryu-based DDoS detection and mitigation 

applications at scale [24], [25]. Researchers and developers can simulate different attack scenarios and validate 

the effectiveness of their strategies before deploying them in a production environment. Mininet’s flexibility 

and scalability make it an essential tool for testing DDoS resilience in SDN networks. 

 

 

3. PROPOSED SYSTEM 

In the developed networking architecture, the threat to the safety of the network system is a splendid 

task. The major threat is found to be the DDoS attack. The proposed work is to identify the DDoS attack in the 

SDN using the techniques of ML. Also, to mitigate the attack by specifically identifying the port which causes 

the attack and blocking the port. The ML algorithm is trained with the data collected in training mode to detect 

and differentiate between the attack and normal traffic [26]. In training mode one of the ports is made to ping 
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one of the servers and by generating normal traffic and the collected data is saved in a comma separated values 

(CSV) file format. The attack traffic is made by creating a syn attack on the server by pinging from any of the 

ports and the collected data is stored in the same CSV file. The stored file is given as input to the ML algorithm 

and the Ryu controller is run in detection mode. The ML algorithm classifies normal and attack traffic and 

displays the result as either 0 or 1 meaning normal or attack respectively. Also, this port that attacks the network 

is identified and blocked by dropping the packets from that port for a specified time interval [13], [27]. Once 

the time interval expires the port is set free to ping over again in normal conditions. This method not only 

detects the attack but also mitigates the attack and ensures the security of the network. 

The network topology mentioned in Figure 2, consists of three switches and a pair of servers for 

sending and receiving requests and responses. The entire network topology is connected with a Ryu controller, 

a type of SDN controller which helps in efficient management and control of the network traffic. The network 

is of single-layered topology with four ports in which each port is run using some transport layer protocols. 

The used protocols are ICMP, TCP/IP, and UDP [28]. Each of the port run in all the protocols and the network 

traffic is formed through one of the ports and the data in testing mode is collected. The attack traffic is generated 

via the xterm terminal on one of the servers from one of the hosts. The type of attack caused is a syn-attack 

which is a type of DoS attack which makes use of the internet communication protocol TCP/IP and bombards 

the server with multiple requests to make a large queue for requests ofservices and thus making the host 

unresponsive due to the heavily loaded traffic [29]. 

 

 

 
 

Figure 2. Network topology 

 

 

The ML algorithm is trained with the data collected in training mode to detect and differentiate 

between traffic that could be either normal or attack. The workflow of data collection is shown in Figure 3.  

In training mode one of the ports is made to ping one of the servers and by generating normal traffic and the 

collected data is stored in a CSV file format [30], [31]. The attack traffic is made by creating a syn attack on 

the server by pinging from any of the ports and the collected data is stored in the same CSV file. The data 

collected in normal traffic mode D1 and attack traffic mode D2 is trained using ML algorithms and it is depicted 

in Figure 4. 

 

3.1.  Proposed algorithm 

Algorithm 1 the proposed algorithm defines how exactly the working flow goes on. It starts from setting 

up the project and ends with detection and mitigation of DDOS attack in SDN architecture. On succefull end 

of the algorithm is once the attack is detected it will be mitigated and the packets will be sent immediately. 
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The flow of the project starts with the data collection for training the system with the normal traffic 

and attack traffic. The datas are stored in a CSV file format. The detection of the attack is made by using the 

ML classifier to differentiate between attack and normal, and then the attack is mitigated which is referred to 

in Figure 5. 

 

 

 
 

Figure 3. Work flow of data collection 

 

 

 
 

Figure 4. Work flow of DDOS detection 

 

 

Algorithm 1. The proposed algorithm defines how exactly the working flow goes on 
Step1: Open the terminal 

Step2: Set up the project in data collection mode (Appmode=0, Trafficmode=0) for normal 

traffic generation. Step3: Start the Ryu controller and the topology in the collection mode. 

Step4: Ping any of the servers from one of the ports using all three protocols. 

Step5: Save the collected data in a .csv file. 

Step6: Stop the controller and topology after the data collection in normal traffic. 

Step7: Again start the Ryu controller and the topology in attack traffic mode (App mode=0, 

Traffic mode=1) 

Step8: Ping any of the servers from one of the ports with the syn attack traffic and store 

the collected data in the same CSV file created in Step 5 

Step9: Repeat step 6 and open a new terminal. 

Step10: Edit the algorithm to DoS detection mode (App mode=1) and repeat step 1 for dos 

attack detection mode. 

Step11: Testing the attack by generating normal traffic and attack traffic by pinging the 

server from the ports. 
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Step12: While an attack is detected it will be mitigated simultaneously and the flow can be 

viewed in the dump flow of the packets. 

Step13: Once the attack is identified, the particular port will be suspended for a specific 

time and will be again active and eligible to send the packets again. 

Step 14: Thus the Dos attack is successfully detected and mitigated in the SDN 

architecture. 

 

 

 
 

Figure 5. Flow diagram of proposed work 

 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

The experiments are especially conducted on Mininet, which has been the testing environment for 

many experimenters for the last few years. Researchers conduct experiments using hardware testbeds with the 

result of experimental platforms. Here we estimated our method's performance in this section by comparing it 

to other methods and proving its effectiveness through test-bed experiments. The testbed contains three 

switches, four hosts, and two servers in it. The network metrics are collected as training data and then we train 

the ML algorithm with the training data. In live traffic, the attack is made in the network and using the ML 

algorithm the traffic is categorized based on the collected training data as an attack or normal traffic.  

ML algorithm then classified as attack traffic or normal traffic. Based on the response generated, if it is an 

attack, SDN controller performs the prevention (block the attacked port). We then compare and scrutinize the 

performance metric values such as accuracy score, detection rate, confusion matrix, precision, recall, and  

F1-score. Subsequently, we trained and tested the six classifiers support vector machine (SVM), decision tree, 

gaussian Naïve Bayes, random forest, extra tree classifier, and neural network classifier). Furthermore, we 

compared variable values for the identical classifier parameter across different classifiers to optimize each 

classifier. From the result fetched we have classified the obtained results and tabulated them. The comparisons 

are illustrated in graphs the metrics used for classification. 

 

4.1.  Metrics used 

The accuracy is determined based on the number of data sets in which the model analysts are accurate. 

A precision (P) measure shows how many packets got attacked actually in the data packet considered as attack 
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type by the model. Recall rate (R) represents a percentage of all packets the model identifies as attack types [32]. 

Using the F1-score (F1) makes it possible to determine the accuracy of model performance by using the 

harmonic average of precision and recall the various metrics mentioned can be calculated using the following 

relations: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁+𝑇𝑃

𝐹𝑁+𝑇𝑁+𝑇𝑃+𝐹𝑃
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃)  =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅) =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ∗
𝑃𝑅

𝑃+𝑅
 (4) 

 

Table 1 revealed the comparing results of various ML algorithms applied in the proposed DoS 

detection algorithm. Considering the accuracy rate, the decision tree, forest of random trees, and extra tree 

classifier have achieved 100%. Next to that, gaussian Naïve Bayes has achieved an accuracy rate of 96.05%. 

The SVM classifier has achieved the lowest accuracy rate of 94.35%. 

When considering the cross-validation score, the extra tree classifier has achieved a score of 1 whereas 

the decision tree and forests of random tree have achieved 0.99. The gaussian Naïve Bayes and SVM has cross-

validation score of 0.97 and 0.96 respectively. Similarly, when the detection rate is considered, all algorithms 

except gaussian Naïve Bayes have achieved a rate of 1. When algorithms were analyzed in terms of false alarm 

rate, the decision tree, forests of random trees, and extra tree classifier has zero false alarm rates whereas 

gaussian Naïve Bayes has 0.42 and SVM has the highest false alarm rate of 0.65. The precision, recall and  

F1-score of all the algorithms were almost 1 which means that the DoS attack classification was done correctly. 

The extra tree classifier outperforms all the algorithms in considering all the metrics like accuracy rate, 

detection rate, false alarm rate, precision, recall, and F1-score. 

 

 

Table 1. Comparison of ML algorithms in the detection of DoS 
Algorithm SVM Decision tree Gaussian Naïve Bayes Forestsof random trees Extra tree classifier 

Accuracy score 94.35 100.0 96.05 100.0 100.0 

Cross validation score 0.96 0.99 0.97 0.99 1 
Detection rate 1.0 1.0 0.99 1.0 1.0 

False alarm rate 0.65 0.0 0.42 0.0 0.0 

Precision 0.941 1 0.961 1 1 
Recall 1 1 0.996 1 1 

F1-score 0.969 1 0.96 1 1 

 

 

5. CONCLUSION 

In this work, we have examined the summary of SDN and the outcomes of DoS and DDoS attacks in 

SDN. The centralization of network management functionality at the controller makes DoS attacks more likely 

in SDN, where they are vital in traditional networks. With the refined technique of SDN, the protection of SDN 

has evolved into one of the most important parts of network technology. With SDN, programmable networking 

has also gradually developed. We have proposed a solution using ML techniques to predict DDoS attacks 

against SDN networks and we have accomplished this using the tool Mininet. The proposed work has revealed 

high precision and efficiency under two types of attacks. we have tabulated a summary of ML methods for 

identifying DDoS attacks in SDN. In the future, we will focus on security challenges in DDoS attack 

identification and will also provide a reduction in the SDN domain. Behind that, we will examine the attack 

and scan the mechanisms that are currently in place in present networks and concern whether they can be 

deployed in environments. 
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