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 Histogram shifting is an important technique of reversible watermarking, 

which can embed large payloads into digital images with low distortion. The 

technique must determine two threshold values to achieve the lowest possible 
distortion. Appropriate threshold values might be found by iterative methods, 

but it is computationally inefficient when the payloads are high and varied. In 

this paper, we show that the optimal threshold values lie on a straight line and 

occur at the boundary of the payload-satisfying region. Moreover, we propose 
a high performance algorithm to approximate the optimal threshold values. 

Under the same image quality, experimental results indicate that the proposed 

scheme could get closer threshold values to the optimal threshold values, 

compared to previous work. Therefore, it requires a smaller number of 
iterations to obtain the desirable threshold values. 
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1. INTRODUCTION  

Reversible watermarking is a data hiding technique developed for various purposes such as protecting 

product authentication, securing transfer of sensitive data, and database management. Reversible watermarking 

is a technique by which host images can be totally recovered after data extraction. Since the late 1990s, several 

reversible watermarking methods have been presented [1]–[4] and improved in order to increase the efficiency of 

the technique. Improvements include increasing the embedding capacity, decreasing image degradation, and 

reducing complexity of the algorithm. Some of the most popular techniques, which have been improved 

continuously, are integer wavelet transformation (IWT) [3]–[7], difference expansion (DE) [8]–[13], sorting  

[14]–[24], prediction-error expansion (PEE) [25]–[33] and histogram shifting (HS) [34]–[36]. 

DE technique [8] was first presented in 2003, uses the 1-D Haar wavelet transformation. This involves 

decomposing image data into low pass and high pass images. Bit shifting also occurs, as it applies to the pixel 

pair difference on the high pass image. This technique leaves vacant space in the least significant bit (LSB) so 

that more bits can be embedded into the image data. However, this technique suffers from high distortion and low 

embedding capacity. 

In 2004, the PEE technique [25] was introduced, which is sometimes considered generalized DE. It 

dramatically decreases image distortion because PE values have small magnitudes compared to DE values. 

However, all of these previous works rely on the compression tool’s capability of compressing auxiliary 

information, which is then sent to a decoder for image recovery. The binary location map is one of the auxiliary 
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information tools used to locate embedded pixels in an image. Many researchers have tried to reduce the map size 

by adjusting the proportion between 0 and 1 on the map. 

The HS technique [34] was introduced in 2006, which pixel values want to be shifted between the peak 

and the zero frequency histogram bin in order to embed information bits to mode-value-pixels. Since the use of 

number of mode-value pixels is limited, payload carrying capability is also limited. Thodi and Rodriguez [26] 

presented algorithms when applied HS to prediction error histogram shifting (or called PEHS), helping to decrease 

distortion and increase efficiency of compression tools. Instead of using HS for embedding, It has been used to 

control a distortion caused by PEE. They introduced an adjusting map called the overflow map. The map is a well 

compressed, by-product of HS. The algorithms are well accepted and have been widely used in reversible 

watermarking work since then. In 2009, the algorithm [11] improved on PEHS [26] by reducing the size of 

overflow map and redesigning the algorithm. In later years, a mathematical model [27] was applied, based on 

[11], to determine proper capacity parameters using in the PEHS method in order to minimize image degradation. 

We introduced a novel and simple algorithm for finding capacity threshold values which minimize a 

modified image’s distortion. A demonstrated scheme is simple and does not require a convex optimization solver 

(CVX) [37] used as in [27]. Instead, the threshold values can be evaluated directly from image data. Experimental 

results show that the scheme obtains threshold closer values to the optimal threshold values and results in a lower 

image degradation than previous schemes. 

The rest of the paper is arranged as follows. In section 2, we discuss a model for prediction-error 

distribution and an image distortion optimization problem. In section 3 we describe the proposed method.  

In section 4 we show the experimental result. Concluding remarks are given in the last section. 

 

 

2. OPTIMIZATION OF IMAGE DEGRADATION 

Among the many techniques that have been used together with PEE based reversible watermarking is 

the HS technique. The HS technique is popular, efficient and has low distortion. An algorithm [26] combined 

HS and PEE which could be referred to as PEHS. This technique divides the histogram into two separate 

sections. The first section is the inner region [Tn,Tp], considered the expansion embedding part, where Tn is the 

non-positive integer threshold value (Tn  ℤ: Tn≤0) and Tp is the non-negative integer threshold value (Tp  ℤ 

: Tp≥0). The second one is the outer shifting region (–∞, Tn) ∪ (Tp, ∞). This part does not carry any hidden data 

and the shifting method causes less distortion than expansion. 

In the existing reversible image watermarking schemes, most iterative fine-tuning is to acquire optimal 

inner and outer region parameters that would result in the least amount of distortion. For example, algorithm [11], 

the first iteration starts at Tp=0 and Tn=0. The best values of the thresholds are determined by increasing Tp and 

decreasing Tn until the bins in the inner region provide enough space for the payload. Example path of shifting Tp 

and Tn in the second iteration is Tp=0 and Tn=-1, the third iteration is Tp=1 and Tn=-1, the fourth iteration is Tp=1 

Tn=-2 and the fifth iteration is Tp=2 and Tn=-2. However, sometimes optimal values are not found. These methods 

generally require many iterations, especially when payloads are high. We also found that expanding the Tp and Tn 

range allows for more payloads to be embedded, but results in lower peak signal-to-noise ratio (PSNR). 

A well-known fact about PE histogram is that it is a Laplacian-like distribution centered at zero. The 

Laplace distribution is also called the double exponential distribution. A better predictor provides a sharper 

Laplacian shape in general. In this field, the development and design of new predictors continues to be popular in 

order to increase efficiency for data embedding. The probability density function of Laplace has been used [27] 

to model the distortion and capacity functions. Thus, a capacity-distortion optimization function (CDO) can be 

transformed to be convex, which permits efficient solutions by using a convex optimization tool, e.g. CVX [37]. 

Referring to model [27], an optimization problem can be written as follows: 

 

𝑚𝑖𝑛 𝐹(𝑡𝑝, 𝑡𝑛) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝐶(𝑡𝑝, 𝑡𝑛) ≥ 𝜏 (1) 

 

where τ is a required payload. tp is a non-negative real number (tp  ℝ: tp≥0) and tn is a non-positive real number 

(tn  ℝ : tn≤0). Here F(tp, tn) is continuous distortion function representing an estimated probability of distortion 

occurred in each pixel when using the threshold given by the inner product of h(x) and p(x): 

 

 𝐹(𝑡𝑝, 𝑡𝑛) = ∫ ℎ(𝑥)𝑝(𝑥)𝑑𝑥
∞

−∞
 

= (𝑏 − 0.5)𝑡𝑛𝑒𝑡𝑛/𝑏 − (𝑏2 − 0.5𝑏 + 0.25)𝑒𝑡𝑛/𝑏 

−(𝑏 − 0.5)𝑡𝑛𝑒−𝑡𝑝/𝑏 − (𝑏2 + 0.5𝑏 − 0.25)𝑒−𝑡𝑝/𝑏 

+2𝑏2 + 0.5 (2) 
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The Laplace probability density function is p(x)=(1/2b)e–|x|/b. This distribution is characterized by scale 

parameter b=(1/N) ∑N
i=1| pei | which has to be greater than zero. The prediction-error, pei, is the difference 

between the original value and the predicted value. N is the total number of prediction-errors. In (3) defines 

h(x) a histogram shifting distortion function. There are three different defining sections in the function. The 

first is the expansion embedding distortion, and the rest are the shifting distortion. 

 

ℎ(𝑥) = {

(𝑥 + 𝐸[{0,1}])2

(𝑡𝑝 + 1)2            

𝑡𝑛
2                        

     

𝑖𝑓 𝑥 ∈ [𝑡𝑛 , 𝑡𝑝]   

𝑖𝑓 𝑥 ∈ (𝑡𝑝 , ∞)   

𝑖𝑓 𝑥 ∈ (−∞, 𝑡𝑛)

  (3) 

 

The expected value of data bit to be embedded is E[{0, 1}]. The possible bit values are 0 and 1 whose 

probabilities are equal. Thus E[{0, 1}] = 0.5. C(tp, tn) is the continuous capacity function which represents an 

estimated embeddable capacity when using thresholds defined by (4): 

 

𝐶(𝑡𝑝, 𝑡𝑛) = 𝑁 − (𝑁/2)(𝑒𝑡𝑛/𝑏 + 𝑒−𝑡𝑝/𝑏) (4) 

 

let us then calculate the first partial derivative of the distortion function F(tp, tn) and the capacity function  

C(tp, tn) with respect to tp and tn. The first partial derivatives of the distortion function and of the capacity 

function with respect to tp are both greater than zero Ftp(tp, tn)>0 when b>(2tp+1)/(4+4tp) and Ctp(tp,tn)>0. 

Similarly, the first partial derivative of both functions with respect to tn are less than zero Ftn(tp, tn)<0 when 

b>(2tn+1)=4 tn and Ctn(tp, tn) < 0. The signs of derivatives imply that the distortion function and the capacity 

function are increasing on tp  (0, ∞) and decreasing on tn  (–∞, 0) if b is greater than 0.5. In general, most 

natural images have a scale parameter greater than 0.5.  

From the argument above, the minimum solution of the optimization problem must be located at the 

boundary of the feasible region which included the endpoints min{F(tp, tn) | C(tp, tn) = τ} of the boundary of 

the region. We can solve this optimization problem with equality constraint using the method of Lagrange 

multipliers because both the distortion function and the capacity function have continuous first partial 

derivatives on (tp, tn)  (0, ∞) × (–∞, 0). From this we get the optimal threshold must be satisfied by (5). 

 

𝑡𝑛 + 𝑡𝑝 + 1 = 0 (5) 

 

Let us consider the solution of the optimization problem (1). We see that the solution is the point 

common to two lines, the straight line (5) and the curve line found by putting the required payload (τ) into (4). 

Now we know that the exact solution of the optimization problem by plugging (5) into (4). However, the 

proposed method we present thereafter does not use it. The details will be given in the next section. 

There are some differences found in the model [27] compared to our model. We note that h(x) in our 

model is a little bit different from model [27] since the right side of the tp threshold value is shifted by tp+1  

(a model [27] shifted by tp), and the cost of distortion is of (tp+1)2. An advantage of this function, h(x), is that 

its formula leads us to find a simple relation between optimal threshold values (5) which we can use to design 

our algorithm. 

 

 

3. THE PROSED SCHEME 

We want a method which is simple, does not require any extra tools, and helps us get optimal 

threshold values. To begin, we show the histogram applied on median edge detector (MED) prediction-

errors [11] (solid line) and the Laplacian distribution model (dotted line) in Figure 1. Zhou and Au [27], the 

PE histogram is modeled by using a Laplacian distribution. Its shape parameter is an approximate average 

of absolute of PE values. Let us consider the histograms of Barbara and Airplane in Figures 1(a) and 1(b) 

respectively. We compare the Laplacian distribution model with the prediction-error histogram calculated 

by MED [11]. 

We see that the model is not suitable to simulate the actual histogram of Barbara and Airplane because 

their prediction-error distributions are not Laplacian. Embedding rate (BPP) versus the threshold values are 

shown in Figure 2. Consequently, a method [27] cannot achieve the optimal threshold values as can be seen in 

Figures 2(a) Lena, 2(b) Barbara, and 2(c) Airplane respectively. In our proposed method, we define an 

approximate capacity function corresponding to each of the threshold values directly from an image of actual 

data which is more accurate than the modelling function. 
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(a) 

 
(b) 

 

Figure 1. Histogram applied on MED prediction-errors [11] (solid line) and the Laplacian distribution model 

(dotted line) versions on (a) Barbara and (b) Airplane 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 2. BPP versus the threshold values of our approach in comparison with [27] and the optimal threshold 

values obtained by complete search based on algorithm [11]. The test set is constituted of gray-scale image; 

(a) Lena, (b) Brabara, and (c) Airplane  
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As mentioned in the previous section, the threshold values should lie on a boundary of a constraint 

feasible region. In reality, we cannot obtain thresholds which exactly satisfy C(Tp, Tn)=τ because PE is discrete, 

however, the model PE is continuous. We attempt to get the values which are as close as possible to the 

boundary. Moreover, Tp and Tn must be satisfied by (5). 

Our proposed method starts by creating a capacity function, C(Tp, Tn), depending on two variables,  

Tp and Tn, from PE histogram information. The function values are a number of PE values lying in the range 

[Tp, Tn] as an approximate embeddable payload. After the capacity function is defined, we construct a payload 

feasible region. Next, threshold values candidates are chosen by selecting the first k threshold values which are 

closest to the boundary (C(Tp, Tn)=τ) and located on the feasible region. The optimal threshold values are sought 

from the candidates by calculating scores of all candidates using a score function (6). 

 

𝑆𝑖(𝑇𝑝, 𝑇𝑛) = |𝑇𝑛 + 𝑇𝑝 + 1| + 𝑘�̂�𝑖
𝑘 (6) 

 

where i = 1,…,k. The range of the score function is a non-negative real number (Si (Tp, Tn)  ℝ : Si (Tp, Tn)≥0). 

The symbol |.| represents the absolute value. Here Ci
k is the normalized capacity value of the i-th candidate in 

a k-candidates set defined by (7). 

 

�̂�𝑖
𝑘 = (�̂�𝑖

𝑘(𝑇𝑝, 𝑇𝑛) − �̂�𝑚𝑖𝑛
𝑘 (𝑇𝑝, 𝑇𝑛)) / (�̂�𝑚𝑎𝑥

𝑘 (𝑇𝑝, 𝑇𝑛) − �̂�𝑚𝑖𝑛
𝑘 (𝑇𝑝, 𝑇𝑛))  (7) 

 

where Ck
max and Ck

min are maximum and minimum capacity values in a k-candidates set respectively. There are 

two significant terms involved in the score function. It is easy to see that the first term is the scaling distance 

from the line (5) to a feasible point, and max-min normalization is used to scale the capacity of candidates in 

second term, so that both terms could be compared relevantly. The score function is designed to be highest 

when thresholds capacity is closest to the required payload and satisfy the condition Tn+Tp+1=0. Its value 

decays when threshold positions are far away from the conditions. We consider a candidate with the highest 

score as having the optimal threshold approximated values. 

Our proposed algorithm is summarized as follows: 

a) Build a capacity function from PE histogram and define a constraint feasible region. 

b) Select candidates from the first k closet-to-boundary threshold values from the feasible region. 

c) Calculate candidates’ score. 

d) Select the candidate that earns the highest score as a set of approximated optimal threshold values. 

 

 

4. EXPERIMENTAL RESULTS 

Our method was applied to three natural standard 512×512 sized 8-bits gray scale images Lena, 

Barbara and Airplane, used as reference in the literature. The three test images downloaded from 

http://sipi.usc.edu/database. The number of candidates, k, is 25 in our implementation. We compared our 

method with the scheme proposed in [27] and the optimal threshold values obtained by complete search 

based on algorithm [11] as can be seen in Figure 2(a) Lena, 2(b) Brabara, and 2(c) Airplane. Our method 

provides closer optimal threshold values than method [27]. For example, in the Barbara image, the 

distribution of the prediction error is not Laplacian, which extremely affects and reduces the accuracy of the 

capacity estimation given in method [27], but this does not happen in our method because it is independent 

of the Laplacian distribution modelling. In particular, the results in Figure 2(b) show that their Tp and Tn 

values are far from the optimal threshold values. In this way, our method yields a superior performance to 

methods [27] for all images. 

To achieve the best threshold values for the embedding algorithm, it requires a few more iteration 

steps from the approximated optimal threshold values to the actual one. In our method, there exists threshold 

candidates which are located close to the payload constraint boundary. From this implementation, the exact 

optimal parameters always involve in this group of candidates. It is obvious that the score for the correct 

optimal threshold is normally low. So after the set of approximated threshold values is defined, we searched 

for the optimal parameters sequenced by threshold score in ascending order. The optimal threshold values 

are mostly achieved in the first four iterations. In Figure 3, the bar charts represent the number of iterations 

required to obtain the optimal threshold values. Furthermore, Figures 3(a) to 3(c) presents a number of 

iterations used to find the correct optimal thresholds relying on [11], [27] the proposed method for imaging 

Lena, Barbara and Airplane. Notice that the proposed method finds the best threshold values the first time 

in the search. 
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(a) 

 

 
(b) 

 

 
(c) 

 

Figure 3. Bar charts represent the number of iterations required to obtain the optimal threshold values by 

using [11], [27] and the proposed method for image Lena; (a) Barbara, (b) Airplane, and (c) Respectively 
 

 

5. CONCLUSION 

The main aim of this work is to find a simple method for determining an optimal threshold values 

used in histogram shifting technique. Performance of optimal threshold determining technique cost less than 

fine-tuning iteration method which sometimes cannot find the optimal one. The main idea of the proposed 

scheme is to use a score function. This is derived from the optimal threshold properties as a feature to predict 

the correct optimum. There is no doubt that implementing these results, shows that the algorithm has superior 

performance. It could select a closer threshold values to the correct optimal threshold values. It also requires 

less time to obtain the satisfactory parameter values without additional tools. 
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