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 The Indonesian government often needs assistance in making citizen-based 

decisions, for example selecting work program plans. Residents have their 

criteria in the forum to choose a work program plan. This study proposes the K-

means fuzzy learning vector quantization (FLVQ) methods to select citizen-

based government decision-making criteria. The K-means FLVQ method has 

never been used to assist government decision-making. However, citizen criteria 

can be a success factor for government decision-making. The selection of 

criteria begins with data collection from forum participants. The results of data 

collection get 11 criteria. Then, the K-means FLVQ method carries out labeling 

and classification. The addition of the K-means process in the selection criteria 

can provide optimal results. Citizens can give assessment criteria freely. Then 

the assessment of citizens is classified by FLVQ. The classification results 

obtained seven criteria, namely: i) urgency, ii) sustainability, iii) priority,  

vi) usability, v) prosperity, vi) comfortability, and vii) artistic. Governments can 

use these criteria to make decisions about planned work programs. The criteria 

selection algorithm was also evaluated using the confusion matrix method with 

an accuracy of 88% and an error of 12%. 
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1. INTRODUCTION  

Government is a group of organizations. The government must listen to citizens' opinions [1]. Citizen 

participation helps the government to make decisions [2]–[4]. Fan and Hui [5] said government interaction 

with citizens is vital in decision-making. Because decisions must be adjusted to the needs of citizens [5]. Morris 

et al. [6] argue that citizen-based decision-making can reduce problems. Kang et al. [7] also said that every 

government decision and justice impacts citizens' welfare. Therefore, Molinera et al. [8] argues that decision-

makers often experience difficulties making decisions in government decision-making forums. Turner [9] 

argues that good governance can positively impact the success of a country's development. Social equality 

must be applied. This solution can avoid social inequality [10]. If these problems are resolved, citizens can 

strengthen the government to achieve national development [11], [12]. Based on the opinion of previous 

research, the government has not listened to the views of citizens optimally. The government often ignores the 

idea of citizens for decision-making. This research will accommodate the opinions of citizens for decision-

making with information technology. Information technology can model mathematical calculations. Previous 

studies have not used information technology for problem-solving in development plan decision-making. 

https://creativecommons.org/licenses/by-sa/4.0/
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Several problems can be modeled into mathematical calculations [13]. The classification technique is 

a model of mathematical calculations. This technique can improve government efficiency and decision-making 

effectiveness [14]. Artificial intelligence is considered capable of helping government decision-making [15]. 

Artificial intelligence methods can be used for classification techniques, for example, neural networks [16]. 

Utomo et al. [17] use classification techniques to assist decision-making, especially in selecting criteria. These 

methods are neural networks, logistic regression, support vector classifiers (SVC), gradient boosting classifier, 

extra trees classifier, bagging classifier, AdaBoost classifier, Gaussian Naive Bayes (GNB), multi-layer 

perceptron (MLP) classifier, XG boost (XGB) classifier, light gradient boosting machine (LGBM) classifier, 

K nearest neighbor classifier, decision tree classifier, and random forest classifier. The study uses labeled data. 

Data has true and false labels [17]. Another classification method is neuro-fuzzy, Doctor et al. [18] used the 

neuro fuzzy method to select criteria. The criteria can be used for the selection of company employees. Other 

studies related to decision-making have used the neuro fuzzy method, for example, selecting agricultural 

service providers by Ren et al. [19], disease detection in the medical field by Kadhim [20], selecting 

construction machinery by Bozanic et al. [21], and manufacturing industries by Asadi et al. [22]. Combining 

the fuzzy and the neural network methods can provide optimal solutions for decision-making [19], [21]. Apart 

from the neuro fuzzy method, the fuzzy learning vector quantization (FLVQ) method combines fuzzy and 

neural networks [23]. Several applications have used the FLVQ method for classification. Amezcua and Melin 

[24] said that the advantage of the FLVQ method is that it can solve complex problems. Damayanti and 

Wediningsih [25] also proved the performance of the FLVQ method. The FLVQ method has 100% success in 

classifying tumors. Based on previous research, this study will use a classification technique to select citizen-

based criteria. Citizen-based criteria are citizen opinions to make decisions on work program plans. The work 

program plan embodies the country's development. Selection of criteria using the FLVQ method. Classification 

techniques can be used for labeled data. Citizen-based criteria data does not yet have a label. This work aims 

to optimize the value of dynamic citizen-based criteria selection. After all citizen-based criteria data has been 

collected, the data is labeled. Labeling can use clustering techniques.  

One of the clustering methods is the K-means method. In decision-making research, the K-means 

method can be combined with several methods. For example, in the manufacturing industry, Cao et al. [26] 

merged the K-means method with the multi-objective Runge Kutta optimizer (MORUN) and analytic hierarchy 

process (AHP) methods. In the medical field, Ilbeigipour et al. [27] combined the K-means method with the 

self organizing map (SOM) method. Xiong et al. [28] said the K-means method could solve large-scale group 

decision-making problems. The performance of the K-means method can also be seen in research other than 

decision-making. In the medical field, Wisky et al. [29] developed a machine-learning method using the K-

means method to analyze infectious diseases. Rahman and Selvaperumal [30] combined the K-means method 

with the neuro fuzzy method for brain segmentation. Mukti et al. [31] said that the performance of the K-means 

method was better than other clustering methods. Kim et al. [32] also noted that the K-means method efficiently 

labeled clusters. Another research, Isnanto et al. [33] proved that the accuracy of the K-means method is better 

than other methods. The K-means method puts similar data into the same labels [34].  

Based on previous research, the FLVQ method has never been used to support decision-making, 

especially in government. This study uses the FLVQ method to support decision-making. The FLVQ method 

is used to classify decision-making criteria. According to previous studies, classification methods can classify 

labeled data. This study uses unlabeled data. Because one of the objectives of this research is to obtain citizen-

based criteria data. For this reason, data labels are not specified during data collection. Citizens can give value 

to each criterion freely. After the data is collected, labeling uses the K-means method. Then the labeled data is 

classified using the FLVQ method. The classification results are the selected criteria for reference in 

government decision-making. The K-means method and the FLVQ method have advantages. For this reason, 

this research is expected to produce citizen-based valid criteria data. The government can use citizen-based 

criteria to become a success factor. Hybrid K-means and FLVQ methods have never been used for citizen-

based government decision-making. In addition to determining citizen-based criteria, this study also aims to 

determine the combined performance of the K-means method and the FLVQ method in government decision-

making. The Confusion Matrix method can measure the performance of the proposed method. 

Several confusion matrix tests are accuracy and error testing [35], [36]. Accuracy testing is done by 

comparing the results of a method's calculations with the expected results. Where the results should be able to 

use pre-existing data. The advantage of the confusion matrix method is it can test the validity of the results of 

a method [37]. 

 

 

2. METHOD 

This research has four stages. Each stage of research uses the correct methods to get accurate results. 

The steps of the study are shown in Figure 1. Figure 1 describes the stages of the research. The steps of the 

study started with problem identification, data collection, determining data criteria, and evaluation. The 
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problem identification stage was carried out by interviewing stakeholders. Then, the step continued with data 

collection. They collected data using observation and survey methods. After the data is collected, the next stage 

is determining the criteria data. The step of determining the criteria data consists of labeling and classification. 

Data labeling uses the K-Means method. Classification of data using the FLVQ method. The final stage of 

research is evaluation. The evaluation stage consists of recognition and testing. Recognition of using the 

Euclidean distance method. Testing using the confusion matrix method. The results of this study include the 

criteria selected for government decision-making and the success of the proposed method. 

 

 

 
 

Figure 1. Research flow 

 

 

2.1.  K-means clustering 

The research data is data that does not have a label. Therefore, as many as 775 data must be labeled. 

This research uses two labels, true and false. Labeling can use the K-means method. The K-means method can 

group similar data into data with the same label [34]. The calculation of the K-means method can be shown as 

[31], [38]. 

- Determine 𝐾 (cluster center) as the number of clusters. 

- Calculate the distance between vector data (x) and the cluster center in (1). 

 

𝐷𝑖𝑠𝑡(𝑥1, 𝑥2) = √∑ (𝑥1𝑖 − 𝑥2𝑖)
𝑛
𝑖=1

2
 (1) 

 

Where 𝐷𝑖𝑠𝑡(𝑥1, 𝑥2)=the distance between vector data and the cluster center, 𝑥1=cluster center vectors, 

and 𝑥2=vector data. 

- Determine the distance of each vector to the nearest center. 

- Calculate the average value of all vectors in each cluster to become the new cluster center. 

- Go back to step 1 with the new cluster center. 

- If there is a change in the vertex point, then return to step 3. Otherwise, it is finished. 

 

2.2.  Fuzzy learning vector quantization 

The FLVQ method is a combination of the fuzzy c-means (FCM) and learning vector quantization 

(LVQ) methods. The FLVQ method adopts the membership function of the FCM method [23]. 

 

𝑢𝑖𝑗 = [∑ (
‖𝑥𝑖−𝑤𝑗‖

2

‖𝑥𝑖−𝑤𝑙‖2)

1
(𝑚𝑘−1)⁄

𝐶
𝑖=1 ]

−1

; 𝑚𝑘 > 1 (2) 

 

Where 𝑢=degree of membership, 𝑥=vector data, 𝐶=number of classes, 𝑤=weight of each iteration, 𝑚=weight 

rank, 𝑘=iteration. The FLVQ method also adopts the LVQ method regarding calculating the distance from the 

input vector. The FLVQ calculation algorithm can be shown as [23]: 

- Initializing 𝐶, 𝑚𝑖, 𝑚𝑓, 𝑁, and 𝑘 = 0. 

- Set 𝑤0 = {𝑤1, 𝑤2, … , 𝑤𝐶}. 

- Calculate iteration. 

 

𝑘 = 𝑘 + 1 (3) 

 

- 𝑚 = 𝑚𝑖 + 𝑘 [
(𝑚𝑓 − 𝑚𝑖)

𝑁
⁄ ] (4) 
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- 𝛼𝑖𝑗,𝑘 = [∑ (
‖𝑥𝑖−𝑤𝑗,𝑘−1‖

2

‖𝑥𝑖−𝑤𝑙,𝑘−1‖
2)

1
(𝑚−1)⁄

𝐶
𝑖=1 ]

−𝑚

; 1 ≤ 𝑖 ≤ 𝑀; 1 ≤ 𝑗 ≤ 𝐶; (5) 

 

- 𝜂𝑗,𝑘 = (∑ 𝛼𝑖𝑗,𝑘
𝑀
𝑖=1 )

−1
; 1 ≤ 𝑗 ≤ 𝐶; (6) 

 

- 𝑤𝑗,𝑘 = 𝑤𝑗,𝑘−1 + 𝜂𝑗,𝑘 ∑ 𝛼𝑖𝑗,𝑘
𝑀
𝑖=1 (𝑥𝑖 − 𝑤𝑗,𝑘−1) ; 1 ≤ 𝑗 ≤ 𝐶; (7) 

 

- 𝐸𝑘 = ∑ ‖𝑤𝑗,𝑘 − 𝑤𝑗,𝑘−1‖
2𝐶

𝑗=1  (8) 

 

- if 𝑤 < 𝑁 and 𝐸𝑘 > 𝜉 , go back to step 3. 

 

Where 𝐶=number of classes as a target, 𝑚𝑖=weighted rank as a membership function, 𝑚𝑓=weighted rank as a 

membership function, 𝑁=maximum iteration limit, 𝜉=error tolerance, 𝑤=weight of each iteration, 𝜂=learning 

rate for weight, 𝐸𝑘=error calculation for each iteration, 𝑘=iteration. 

 

2.3.  Euclidean distance 

At the evaluation stage, the Euclidean distance method can match data similarities [39]. This method 

can match the input vector with the reference weight vector. The selected vector values are those that have a 

minimum Euclidean distance value [40]. Euclidean distance calculation can be calculated with (9) [40]. 

 

𝑑𝑥(𝑥, 𝑤𝑘) = √(𝑥 − 𝑤𝑘)𝑇(𝑥 − 𝑤𝑘) (9) 

 

Where 𝑑=distance, 𝑥=data value, 𝑤=reference weight. 

 

2.4.  Confusion matrix 

The confusion matrix method is very suitable for validating classical methods [36]. One can find out 

the performance results of a method [37]. The matrix of this method can be realized in (10) [41]. 

 

𝑀 = [
𝑇𝑃 𝐹𝑁
𝐹𝑃 𝑇𝑁

] (10) 

 

This method can calculate the accuracy in (11) and error in (12) of a method [35], [36]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑃+𝑁
𝑥100% (11) 

 

𝐸𝑟𝑟𝑜𝑟 =
𝐹𝑃+𝐹𝑁

𝑃+𝑁
𝑥100% (12) 

 

Where true positive (TP)=the amount of data from class true is recognized as true, true negative (TN)=the 

amount of data from the false class is recognized as false, false positive (FP)=the amount of data from the false 

class is recognized as true, false negative (FN)=the amount of data from true class is recognized as false, 

positive (P)=sum of TP and FN data, negative (N)=sum of FP and TN data. 

 

2.5.  The proposed method 

The method proposed by this study is to obtain citizen-based criteria for government decision-making. 

Every citizen has the same opportunity to give a value to each criterion based on the results of observations. 

For this reason, the proposed method must be able to solve this problem. Because in previous studies, each 

piece of data already has a label. This study does not specify a label at the start. This is done to give freedom 

to citizens in the assessment. After the research obtained the residents' survey results, further research used 

methods for labeling and classification. Combining the K-means and FLVQ methods will likely solve this 

problem. Previously, this combination of methods had never been used for government decision-making 

research. The combination of the K-means and FLVQ methods is called the K-means FLVQ method. The 

method is described: 

- Determine 𝐾. 

- Calculate the distance with (1). 

- Select the smallest distance. 

- Calculate the average value of all vectors in each cluster to become the new cluster center. 
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- If the cluster is new, go back step 1. Otherwise, go to step 6. 

- If there is a change in the vertex point, then return to step 3. Otherwise, go to step 7. 

- Initializing 𝐶, 𝑚𝑖, 𝑚𝑓, 𝑁, and 𝑘 = 0, 𝑤𝑖𝑗,0. 

- Calculate 𝑘 with (3). 

- Calculate 𝑚 with (4). 

- Calculate 𝛼 with (5). 

- Calculate 𝜂 with (6). 

- Calculate 𝑤 with (7). 

- Calculate 𝐸 with (8). 

- if 𝑤 < 𝑁 and 𝐸𝑘 > 𝜉 , go back to step 8. Otherwise, go to step 15. 

- Get the value of final 𝑤𝑖𝑗,𝑘. 

- Determine the criteria based the largest values 𝑤𝑖𝑗,𝑘. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Problem identification 

Before conducting research, the initial stage must identify the problem. Based on the results of 

identifying problems with several village heads, the village head gave a statement.  

 

“We often experience difficulties in distributing program proposals from the community.” (Pramudya 

Dewanto) 

 

“The village government has tried to even out the program proposals, but sometimes there are hamlet 

areas that don't get the same proposals. It can cause envy and misunderstanding.” (Marquat) 

 

Some participants should have expressed their opinions on selecting work program plans during the 

deliberations. Participants with high social strata dominate the considerations. In contrast, participants with 

lower social strata are reluctant to participants with high social strata. For this reason, this study proposes a 

method to solve the problem. The proposed method can select criteria fairly. Because the criteria in decision-

making are the basis for citizen-based decision-making. Citizen-based criteria are a factor in the success of 

government decision-making in determining work program plans. 

 

3.2.  Data collection 

This research uses primary data. Primary data were obtained from regions in Indonesia, especially in 

five sub-districts, nine villages, and 32 hamlets, to be precise. This study has two types of primary data, namely: 

i) the criteria of decision makers to choose a work program plan and ii) the results of a citizen-based criteria 

selection survey.  

Data collection uses two methods, observation and survey. The observation method is used to obtain 

the criterion data. Criteria data is a citizen's parameter in selecting a work program. Implementation of 

observations simultaneously with the performance of deliberations on development plans. The results of the 

observation are the criteria data including (C1) artistic, (C2) usability, (C3) priority, (C4) urgency, (C5) 

sustainability, (C6) safety, (C7) suitability, (C8) prosperity, (C9) security, (C10) healthy, (C11) comfortability. 

After the criteria data is collected, the research surveys citizens to obtain an assessment of each criterion.  

The assessment uses a Likert scale with a ratio of 1-9. The maximum value is 9, and the minimum 

value is 1. Assessment criteria are based on the level of importance [42]. The survey results using a Likert scale 

are as many as 775 data. Some survey results are shown in Table 1. 

 

 

Table 1. List of survey results 
ID C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 

P1 8 5 9 8 8 7 9 6 9 6 8 

P2 6 8 8 6 7 7 6 8 3 4 5 

P3 8 6 7 8 7 5 5 8 3 8 5 

… … … … … … … … … … … … 

P774 7 8 7 8 7 8 8 7 5 6 7 

P775 7 8 7 8 8 7 5 6 7 8 7 

 

 

 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Success factors for citizen-based government decision making using K-means … (Pradityo Utomo) 

511 

3.3.  Determination of criteria data 

Table 1 has displayed survey data. Where the data is citizen-based, so the data does not have a label. 

At the forum, citizens and the government can assess each criterion. Based on the survey data, the research 

continued to determine the criteria data. Determination of criteria data using the K-means FLVQ method. The 

stage of determining the criteria data is divided into two: labeling and classification. Labeling using the  

K-means method. Labeling is made of two types, assuming that it will later have true and false data. The 

labeling stages produce labeled data, as shown in Table 2. 

 

 

Table 2. List of data labeling results 
ID C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 Label 

P1 8 5 9 8 8 7 9 6 9 6 8 Cluster0 

P2 6 8 8 6 7 7 6 8 3 4 5 Cluster0 

P3 8 6 7 8 7 5 5 8 3 8 5 Cluster0 

… … … … … … … … … … … … … 

P774 7 8 7 8 7 8 8 7 5 6 7 Cluster0 

P775 7 8 7 8 8 7 5 6 7 8 7 Cluster0 

 

 

Table 2 shows labeled data. For data labeled cluster0 defines data as true, while data labeled cluster1 

defines data as false. The number of data labeled cluster0 is 375 data, and the number of data labeled cluster1 

is 400. Of the 375 data labeled cluster0 (True), 100 data are used for testing, and 275 data are used for training. 

For false data (cluster1), there are 400 data. From this data, 100 data are used for testing data, and 300 are used 

for training data. So that 575 data are used for training in the classification stage. The classification stage uses 

the FLVQ method. The FLVQ calculation must first determine the initial weight. The initial weight is set as: 

 

𝑤𝑖𝑗,0 = [
9 9 9 9 9 9 9 9 9 9 9
1 1 1 1 1 1 1 1 1 1 1

]  

 

From the initial weight matrix, it can be interpreted that the first row shows an assessment of true data, 

while the second row shows an evaluation of false data. Each column defines the assessment of each criterion 

(11 criteria). The first row is set to the maximum value of the Likert scale for each column because the 

community gives a maximum value of 9 for True data. For the second line, the minimum value for the data is 

set to False because there are people who give a minimum value of 1. The initial weight is not the same as one 

of the data patterns. If the initial weight pattern is precisely the same as one of the data, it will cause a 

computational error. 

For the value of the weighted rank mi=50 and the weighted rank mf=20. A higher value of the 

weighted rank can provide maximum training results. Error tolerance is made 10-6. This study uses the number 

of iterations of 250 iterations, 500 iterations, 750 iterations, 1,000 iterations, and 1,250 iterations. The final 

weight (true data) produced for each maximum iteration is shown in Table 3. 

 

 

Table 3. The final weight shows true data 
Weight 250 iterations 500 iterations 750 iterations 1000 iterations 1250 iterations 

w[0,0] 5,27304348611581 5,27304348201509 5,27304348081568 5,27304348023049 5,27304347987935 

w[0,1] 5,31478263157198 5,3147826197319 5,3147826162759 5,31478261458462 5,31478261356593 

w[0,2] 5,36347826648209 5,3634782635485 5,36347826268957 5,36347826227068 5,36347826201949 

w[0,3] 5,44173915492132 5,44173914224423 5,44173913854408 5,44173913673349 5,44173913564306 

w[0,4] 5,39652175598482 5,39652174724629 5,39652174469449 5,39652174344647 5,39652174269534 

w[0,5] 5,21391305502325 5,21391304904075 5,21391304729322 5,21391304643838 5,21391304592380 

w[0,6] 5,2400000107732 5,2400000051704 5,24000000353305 5,24000000273312 5,24000000225234 

w[0,7] 5,28695653262132 5,28695652697797 5,28695652532908 5,2869565245227 5,28695652403747 

w[0,8] 5,20869565846108 5,20869565518205 5,20869565422255 5,20869565375425 5,20869565347316 

w[0,9] 5,20869566280171 5,20869565728517 5,20869565567333 5,20869565488532 5,20869565441132 

w[0,10] 5,27478261841165 5,27478261336749 5,2747826118932 5,27478261117248 5,27478261073902 

 

 

Based on Table 3, it can be seen that the final weight values of the true groups. The selection of criteria 

can refer to the true final weight. From the calculation using the five types of shrimp paste, the maximum 

average analysis is carried out so that the value of the selection criteria can be seen from the high or low true 

weight value. The average calculation results using true weight values are shown in Figure 2. 
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Figure 2. Average criterion value of true data 

 

 

Figure 2 shows the high or low weight value of each criterion. The higher the value of the criterion 

(C[j]), the more the criterion is selected for use in decision-making. In this study, seven criteria were selected 

with high scores from eleven criteria. The seven criteria are urgency (C4), sustainability (C5), priority (C3), 

usability (C2), prosperity (C8), comfortability (C11), and artistic (C1). 

 

3.4.  Evaluation 

The evaluation stage is divided into two, recognition and testing. Recognition using 200 data testing. 

Where 200 testing data are processed with the Euclidean distance to the final weight of each iteration, a total 

of 200 data consists of 100 true data and 100 false data. But the system does not correctly recognize some data. 

The list of results of recognition data using the Euclidean distance method is shown in Table 4. 

 

 

Table 4. The results of the recognition with the Euclidean distance method 

Iteration Data type 
The amount 

of data 

The amount of data 

recognized as data true 

The amount of data 

recognized as data false 

250 True 100 91 9 

False 100 16 84 

500 True 100 91 9 

False 100 16 84 

750 True 100 91 9 

False 100 16 84 

1000 True 100 92 8 

False 100 16 84 

1250 True 100 92 8 

False 100 16 84 

 

 

Based on Table 4, the recognition results can be used as a matrix reference for testing with the 

confusion matrix method. There are five types of matrices (M) which are the reference for calculating the 

confusion matrix. 

- The matrix of the results of the recognition of the training weights of 250 iteration, 500 iterations, and 

500 iterations. 

 

𝑀 = [
91 9
16 84

]  

 

- The matrix of the results of the recognition of the training weights of 750 iteration and 1000 iterations. 

 

𝑀 = [
92 8
16 84

]  

 

5,273043482

5,314782619

5,363478263

5,441739142

5,396521747

5,213913049

5,240000005

5,286956527
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5,208695657

5,274782613

5,050000000

5,100000000

5,150000000

5,200000000

5,250000000

5,300000000
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5,500000000
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Testing uses these matrices to get accuracy and error. The test results in calculating the accuracy and 

error rate are shown in Table 5.  

Table 5. Testing results 
Iteration Accuracy (%) Error-rate (%) 

250 87,5 12,5 

500 87,5 12,5 

750 87,5 12,5 

1000 88 12 

1250 88 12 

 

 

Based on Table 5, the highest accuracy value is 88%, using training results with 1,000 iterations and 

1250 iterations. In comparison, the accuracy value is 87.5% if the test uses the effects of training 250 iterations, 

500 iterations, and 750 iterations. The highest error-rate value is 12.5% using the results of training 250 

iterations, 500 iterations, and 750 iterations. The error-rate value is 12% in the test using the training results of 

1,000 and 1,250 iterations. 

 

3.5.  Performance comparison 

The performance of the proposed method is included in the good category. This is shown in Table 5. 

The combined method of K-means and FLVQ has the highest accuracy of 88% and an error of 12%. Based on 

these results, this study can refine other classification methods for decision-making in previous studies. In 

addition, the FLVQ K-means method can improve the accuracy and error of the methods in previous studies. 

This is shown in Table 6 and Table 7. 

 

 

Table 6. Comparison of the accuracy of the classification methods on decision making 
Method Accuracy (%) 

Neuro fuzzy [18] 71,6 

Fuzzy neuro decision support system back pain [18] 83,6 

K-means [43]  74,4 

Albert LR [44] 63,6 

Albert support vector machine [44] 50,3 

Albert decision tree [44] 59,3 

Albert Gaussian Naïve Bayes [44] 63 

Albert K-nearest neigbor [44] 59,7 

Albert random forest [44] 57,4 

Albert gradient boosting decision tree [44] 62 

Albert multi-layer perceptron [44] 55,7 

Naïve Bayes [45] 81,6 

Decision tree C4.5 [45] 83,2 

Artificial neural network [45] 84,5 

K-nearest neighbor [45] 85,4 

Fuzzy Naïve Bayes [45] 81,1 

Fuzzy multi-layer perceptron [45] 84,2 

Fuzzy decision tree [45] 86,7 

Random Forest [46]  81,8 

Light GBM [46] 68,6 

K-means FLVQ 88 

 

 

Table 7. Comparison of the error of the classification methods on decision making 
Method Error (%) 

Adaptive neuro fuzzy inference system [21] 14,5 

Quadratic basic normal classifier [21] 15,2 

K-nearest neighbor with k=3 [21] 28,5 

K-means FLVQ 12 

 

 

A comparison of the performance of the K-means FLVQ method with other methods is shown in Table 

6 and Table 7. Table 6 displays the accuracy comparison, and Table 7 displays the error comparison. Based on 

performance comparisons, the K-means FLVQ method has better accuracy and error than other decision-making 

methods. In decisions-making, the K-means FLVQ method can improve the accuracy of other classification 

methods. In addition, the K-means FLVQ method can also reduce error values from other methods. 

The K-means FLVQ method has labeling and classification capabilities, so the K-means FLVQ 

method is very suitable for solving this research problem. This research requires a method to select criteria 

based on citizens. Generally, selection techniques are synonymous with classification. But classification 
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techniques require labeled data. This study does not specify a label at the outset. If this research determines 

data labels at the beginning of the study, then government decision-making cannot be called citizen-based. 

Because citizens have to fill in two types of data: true and false. This can reduce the freedom of citizens to give 

value. For this reason, this research gives freedom to citizens in assessing it. Citizens can provide a value to 

each criterion with a Likert scale of 1 – 9 freely. After that, the K-means FLVQ method can determine these 

criteria. Because these criteria are selected from the results of independent citizen assessments, these criteria 

are said to be citizen-based. Therefore, the selected criteria can be used as a success factor in government 

decision-making, especially in selecting work program plans.  

 

 

4. CONCLUSION 

Combining K-means and FLVQ methods can solve the problems in this study. The combination of 

these methods is called K-means FLVQ. First, the proposed method can select citizen-based criteria in 

government decision-making. Previously, the combination of K-means and FLVQ methods was not used for 

decision-making research. The proposed method can resolve cases of social inequality in the decision-making 

forum for work program plans. This study did not specify a label at the start. This is done to give freedom to 

all forum participants. Because most forum participants are residents, the results obtained are citizen-based. 

These results are the criteria for selecting work program plans for government decision-making. These criteria 

are urgency, sustainability, priority, usability, prosperity, comfortability, and artistic.  

Second, the proposed method can improve other classification methods in decision-making. This is 

shown in the discussion of performance comparison. The K-means FLVQ method has an accuracy of 88% and 

an error of 12% in solving this research problem. The K-means FLVQ method shows better performance than 

other decision-making methods. For this reason, the K-means FLVQ method is successful in selecting criteria. 

Furthermore, these criteria can be used for government decision-making. For example, the government can use 

these criteria to select work program plans. 
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