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 The primary objective of an intrusion detection system (IDS) is to monitor the 

network performance and to look into any indications of malformation over 

the network. While providing high-security network IDS played a vital role 

for the past couple of years. IDS will fail to identify all types of attacks, when 

it comes to anomaly detection, it is often connected with a high false alarm 

rate with accuracy and the detection rate is very average. Recently, IDS utilize 

machine learning methods, because of the way that machine learning 

algorithms demonstrated to have the capacity of learning and adjusting as well 

as permitting a proper reaction for real-time data. This work proposes a 

prediction-level fusion model for intrusion detection and classification using 

machine learning techniques. This work also proposes retraining of model for 

unknown attacks to increase the effectiveness of classification in IDS. The 

experiments are carried out on the network security layer knowledge 

discovery in database (NSL-KDD) dataset using the Konstanz information 

miner (KNIME) analytics platform. The experimental results showed a 

classification accuracy of 90.03% for a simple model to 96.31% for fusion 

and re-trained models. This result inspires the researchers to use machine 

learning techniques with a fusion model to build IDS. 
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1. INTRODUCTION 

In this current world, billions of people are connected through the internet, one who connected to the 

internet through a computer, mobile or any smart device, and then there will be chances of cyber-attacks. In 

today’s world, every private and public organization will have cyber security. Cyber security is a software and 

hardware mechanism which prevents cyber-attack [1]. The cyber-attacks are always executed to steal data, and 

money or to corrupt any important information. To secure the network intrusion detection system (IDS) was 

used. The IDS will monitor any abnormal behaviour in the network and gives the alarm and send signals to the 

intrusion prevention system. The two areas where IDS is most popularly studied are anomaly and signature-

based. Anomaly-based detection means if any unusual patterns occur in the network that is not the normal 

pattern, they will be blocked. But in signature-based networks, it will look for a particular pattern to block [2]. 

In anomaly-based IDS [3], the model will be designed for normal system activity or patterns and later the 

developed model is used to evaluate new observed activity or patterns to detect the anomaly. Whichever values 

are not matched with normal activity is considered an anomaly. The IDS require a very strong computational 

working capacity so that it can perform well in a real-time environment. The IDS should act as a barricade 
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between the thief and normal users. A strong system will always protect the data, which is very much necessary 

in the current world. 

The problem with existing IDS is they completely dependent on one technique, if it is failed to find 

out the attack or is wrongly predicted then the complete system will fail. And also, for unknown attacks, the 

existing IDS are showing poor performance. Hence in the proposed work, it is shown that using the hybrid 

model or fusion model the performance of IDS can be improved, and also by re-training the unknown attacks 

the security can be increased. The original network security layer knowledge discovery in database (NSL-

KDD) datasets [4] are used in this research, initially, individual classifiers are trained and tested and a proposed 

novel model of prediction fusion is where the decisions are fused using various fusion methods. Further another 

model is proposed in this research work where the IDS will find out the unknown incoming attack and it is 

retrained using machine learning techniques, which showed better results when compared to existing work. 

The main contributions of this research work are developing the IDS model using prediction level fusion and 

retraining the model for unknown attacks to improve the performance of IDS while identifying the anomalies 

in the network. 
 

 

2. RELATED WORK 

To detect anomalies in the network, machine learning classifiers can be used [5]. Machine learning 

classifiers fall into three categories supervised learning, unsupervised learning and semi-supervised learning 

[6]. In supervised learning training model is trained with labels, for any new instance the model will fall into 

one class. In unsupervised learning, there will be no label names for training, the model will group instances 

together while training. In semi-supervised learning, very small instances are labelled and the remaining is not 

labelled. In this section, we look into some related work which used machine learning techniques. The NSL-

KDD dataset is used to study the relationship of protocol and to classify the anomalies [7]. The 49 features 

were used and compared with other datasets, and discussed advantages of machine learning [8]. The various 

data mining concepts were used to improve the accuracy of identifying the anomalies [9]. Many machine-

learning algorithms were discussed and showed good results [10]. From the survey, it has been concluded that 

machining learning algorithms will act as a key player in the detection and classification of anomalies in 

networks. 
 

 

3. NSL-KDD DATASET 

In this research work, the NSL-KDD dataset is used, because the NSL-KDD will up come some of 

the built-in problems of the KDD-99 data which are identified in [11]. In this research NSL-KDD is used over 

KDD’ 99 because NSL-KDD does not consist of redundant records in its training samples, hence machine 

learning classifiers will not be biased towards more repeated records and also there are no duplicate records in 

testing samples. The NSL-KDD dataset consists of 4 different types of attacks which are broadly classified 

into denial of service, remote to local, user to root, and probing. In the NSL-KDD dataset training sample 

consists of 22 attack types and the testing sample consists of 35 types of attack, in both training and testing one 

normal class is present. Since there is not much public database available for network-based IDS, in this work 

we used NSL-KDD which is an effective benchmark dataset available. Table 1 shows the details of datasets 

used for this research work. 
 
 

Table 1. Dataset (NSL) [4] 
Labels Training samples Test samples 

Normal data 67,342 9,710 

Attack (DoS) 45,927 7,457 

Attack (Probe) 11,656 2,421 

Attack (R2L) 995 2,754 

Attack (U2R) 52 200 

Total 125,972 22,542 

 

 

4. NETWORK INTRUSION DETECTION: PROPOSED METHODS 

This section gives the details of designing the IDS. In this research work three machine learning 

algorithms tree ensemble, gradient boosted tree and the random forest is used for performance analysis. In this 

research work, NSL-KDD datasets are used. This dataset is an effort by Tavallaee et al. [11] to rectify KDD-

99 and overcome its drawbacks. Here, the Konstanz information miner (KNIME) analytics environment is used 

to execute a variety of models designed using machine learning algorithms [12]. The prediction fusion models 

and retrained model techniques are used to increase the performance of the classifier. 
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4.1.  Machine learning algorithms 

The machine learning algorithms are grouped into 3 categories supervised, semi-supervised and 

unsupervised learning. In this work research work supervised learning algorithms are used where label names 

should be present in the training data samples. In this work tree ensemble, gradient-boosted trees and random 

forest machine learning algorithms are used for intrusion detection and classification. The decision tree uses 

entropy and information gain for classification. Entropy estimates the degradation of an assortment of given 

examples. It depends on the dispersion of the arbitrary variable p. 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑇) =  −𝑎 + 𝑙𝑜𝑔2𝑎 ± 𝑎 − 𝑙𝑜𝑔2𝑎 (1) 

 

Where T is a collection of training data 

a+the proportion of normal in T 

a–the proportion of attacks in T 

expected reduction in entropy knowing G 

 

𝐺𝑎𝑖𝑛(𝑇, 𝐺) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑇) − ∑
|𝑇𝑣|

|𝑇|

 

 
𝑣 €𝑣𝑎𝑙𝑢𝑒𝑠(𝑔)

 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑇𝑣) (2) 

 

values (𝐺) possible values for 𝐺, 𝑇𝑣 subset of 𝑇 for which 𝐺 has value 𝑣, (1) and (2) is used for all tree 

classifiers as split criteria. 

 

4.1.1. Tree ensemble 

Instead of using a single decision tree, multiple decision trees are generated and the decisions are 

combined for effective prediction [13] so that a weak-performing tree comes together with a strong tree to learn 

better results. The main techniques or strategies of ensemble algorithms are bagging and boosting. The main 

role of bagging is to consider different partitions of datasets for training and finally uses the combinations of 

predictions obtained from each partition for the final prediction. In boosting the algorithm gives weights to 

learn in both training and prediction, based on the weights adjusted for the previous model, the new learning 

or predicted model is executed. 

 

4.1.2. Random forest 

Similar to an ensemble tree, a random forest will use multiple decision trees finally which are 

combined together for more effective results. The key technique of random forest is to use individual decision 

tree models as a group. In this individual tree, results are considered by majority voting, but when it uses for 

regression the average of all individual trees is considered. The advantage of random forest is if any individual 

model gives an error, the group of the tree will correct it by majority voting or averaging [14]. The random 

forest uses more than one ensemble tree to generate the outcome [15]. 

 

4.1.3. Gradient boosted trees  

The multiple sequential regression trees are combined to form a gradient-boosted tree [16], which 

builds a stronger model. The base learners are used in this and usually, trees are fixed in size. The regression 

trees are used as base learners and the gradient descent technique is used to minimize the error. The difference 

between random forest and gradient boosting is that bagging uses the random forest and boosting uses the 

gradient boosting tree [17]. 

 

4.2.  Proposed research model: prediction fusion IDS 

In this research, a novel prediction fusion IDS and classification model is developed as shown in 

Figure 1. The standard NSL-KDD data are taken for experimentation. Initially, training samples are used for 

training three models that are tree ensemble, gradient boosted and random forest. NSL-KDD testing samples 

are tested with the trained model for attack predictors. The prediction fusion IDS and classification model are 

set up as shown in Figure 1. The IDS model is developed using KNIME analytical tool, where datasets are 

connected to classifiers using learner and predictor icons. Further, the joiner is used to merge the data and the 

fusion node is connected to the fusion final decisions, at last scorer is used for analysis. Figure 1 shows the 

detailed connection of the IDS fusion model. This model is experimented and results are generated. The 

gradient boosted trees learner showed promising results over the random forest and tree ensemble when 

individual models are tested. Hence we considered gradient-boosted tree learner and random forest for fusion 

prediction which showed much better results than individual gradient-boosted trees. Further experiments are 

carried out by fusing with tree ensemble but results remain the same. Hence for further experiments, the 

proposed prediction fusion model of gradient boosted and random forest tree is used. 
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Figure 1. Decision level prediction fusion of classifiers: IDS 

 

 

4.3.  Proposed research solution using prediction fusion 

Further continuing the research experiments, the prediction fusion IDS for untrained attacks are 

designed using KNIME analytical tool as shown in Figure 2, once the gradient boosted and random forest 

predictors are trained the results of the predictions are fused. The fused model is tested with datasets, when it 

finds the untrained datasets, then datasets are captured and sent to update and IDS model is retrained for further 

identification. In Figure 2 prediction fusion IDS model was shown where the data samples used is NSL-KDD 

train and testing sample. In this dataset, in training data samples there are only 22 attacks with one normal case 

and in testing data samples there are 35 attacks with one normal case. In this case, a new solution is proposed, 

where the untrained attacks are identified and training datasets are updated and retrained with both gradient 

trees and random forests. This proposed solution fusion model showed more classification accuracy than the 

previous model. 

 

 

 
 

Figure 2. Prediction fusion IDS for untrained attacks 

 

 

5. EXPERIMENTAL RESULTS 

Initially, the experiments are carried out on individual models [18], when NSL-KDD data samples are 

trained and tested with tree classifiers, Table 2 shows the results obtained. Further, in order to improve Intrusion 

detection and classification accuracy prediction fusion models were developed, the results of fusion models 

are shown in Table 3 in the fusion models a small improvement in classification accuracy is identified. 
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Table 2. Individual classifiers results 
Sl.no Classifiers Accuracy 

1 Decision tree 90.84 

2 Tree ensemble  91.37 
3 Gradient boosted tree 91.39 

4 Random forest 91.36 
 

Table 3. Fusion IDS models 
Sl.no Classifiers Accuracy 

1 Tree ensemble with gradient 

boosted tree 

91.55 

2 Gradient boosted tree with 

random forest 

91.55 

 

 

 

Extending the research experiment, the new model is proposed for unknown data is developed, where 

unknown labels identified during the classification stage are retrained and tested. The results are shown in 

Table 4. This model showed better classification results with a 4.76% improvement. The obtained results are 

compared with various types of research. 
 

 

Table 4. Retrained fusion IDS models 
Sl.no Classifiers Accuracy 

1 Gradient boosted tree with random forest  96.31 

 

 

The proposed retrained fusion IDS model showed an improved result. The model is experimented 

with by varying training and testing sample sizes. The experiments are carried out for 80:20, 70:30, 60:40, and 

50:50 data percentages. Table 5 shows the results for various data sizes for both training and testing. The 80:20 

training and testing ratio showed better results compared to other sizes. The proposed IDS models showed 

prominent results even for all varied training and testing data sizes with more than 95.83% accuracy. 

In order to ensure that a model works effectively in real-world circumstances and that it can generalise 

well and function properly for all additional datasets, it is crucial to test the model using new datasets. In this 

section, we tested the proposed fusion model with the UNSW-NB15 network dataset [8]. Initially, we tested 

for individual models and in the second phase fusion model with the combination of gradient boosted and the 

random forest is tested. The proposed model showed similar performance for both NSL-KDD and UNSW-

NB15 datasets, which means the model ensures it can perform well for real-world datasets. The experiment 

results carried out for UNSW-NB15 datasets are shown in Table 6. The proposed fusion model showed better 

results compared to an individual model. The comparison of individual classifier models is shown in Figure 3. 

The gradient boosted tree showed better performance when compared to other individual classifiers. The Table 

7 shows different results obtained in different algorithms with a variety of dataset sizes and also considers 

different types of attacks [19]. 
 
 

Table 5. Proposed models with variations in 

training and testing data size 
Sl.no The data size for training and testing Accuracy 

1 80:20 96.33 
2 70:30  96.08 

3 60:40 95.86 

4 50:50 95.83 
 

Table 6. Classifier results for UNSW-NB15 
Sl.no Classifiers Accuracy 

1 Tree ensemble 90.6 

2 Gradient boosted tree 90.5 
3 Random forest 90.8 

4 Gradient boosted tree with 

random forest (fusion) 

91.38 

 

 

 

 
 

Figure 3. Comparison of individual classifier models 
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Table 7. Comparing the results of the proposed model with related studies 
Reference Algorithms Accuracy 

[7] Naïve Bayes, hidden Naïve Bayes, Naïve Bayes tree (NBTree) 88.20 to 94.60 

[20] C4.5, decision tree split 79.5 

[21] J48, Naïve Bayes, support vector machine (SVM), correlation-based feature  

selection (CFS), and (20% dataset) 

70to 99.8 

[22] Naïve Bayes 79.00 

[23] Random forest algorithm 70 to 86 

[9] K-means 81.61 

[24] Genetic algorithm 83.41 TPR 

[10] K-nearest neighbor (KNN) 92.85 

[25] K-nearest neighbor (KNN) 94 

[25] Naïve Bayes 89 

[3] Expectation maximization (EM) 78 

Proposed fusion model Tree ensemble with gradient boosted tree (standard NSL-KDD dataset) 91.55 

Proposed fusion model Random forest with gradient boosted tree (standard UNSW-NB15 dataset) 91.38 

Proposed fusion re-trained model Random forest with gradient boosted tree (standard NSL-KDD dataset) 96.31 

 

 

6. CONCLUSION 

Providing network security in the current world is in huge demand. Building an IDS and classification 

model to provide strong security is a challenging task. Bringing machine learning concepts to the IDS system 

will boost the security of the network. In this research work machine learning algorithms tree ensemble, random 

forest and gradient boosted are used for performance analysis. The proposed prediction fusion model showed 

the prominent result of 91.55% classification accuracy for anomaly detection when compared to individual 

models. Further, the second proposed model re-training of unknown attacks gave 96.31%. The main idea of 

this research is to build a robust IDS model which detects anomalies in the network and provides cyber security. 

In this research, all the models are trained and tested using standard NSL-KDD datasets. This model will help 

IDS developers to use machine learning fusion models to obtain better accuracy. 
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