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 People crave interaction and connection with other people. Therefore, social 

media became the center of society’s life. Among the brightest social media 

platforms nowadays with a massive number of daily users there is Instagram, 

which is due to its distinctive features. The excessive revealing of personal 

life has put users in the spots of getting bullied and harassed and getting toxic 

revues from other users. Numerous studies have targeted social media to fight 

its harmful side effects. Nevertheless, most of the datasets that were already 

available were in English, the Arabic Moroccan dialect ones were not. In this 

work, the Arabic Moroccan dialect dataset has been extracted from the 

Instagram platform. Furthermore, feature extraction techniques have been 

applied to the collected dataset to increase classification accuracy. Afterward, 

we developed models using machine learning and deep learning algorithms to 

detect and classify toxicity. For the models’ evaluation, we have used the most 

used metrics: accuracy, precision, F1-score, and recall. The experimental 

results gave modest scores of around 70% to 83%. These results imply that 

the models need improvement due to the lack of available datasets and the 

preprocessing libraries to handle the Moroccan dialect of Arabic. 
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1. INTRODUCTION 

Social media sites are quite popular and used by millions of users daily. It is considered an interactive 

technology that facilitates the creation and sharing of information, ideas, interests, and much more [1]. Social 

media as a marketing strategy has helped many businesses and brands to grow and promote themselves [2]. 

Additionally, it has assisted people in finding more effective ways to connect and communicate with one 

another. Social media gained a lot of popularity these recent years due to its user-friendly features [3]. Social 

media platforms such as Twitter, Facebook, Instagram, and others have given people the opportunity to connect 

across the world, which make the world at our fingertips whenever we want to. The most targeted age group 

to these platforms is youth due to lots of reasons, and the most common one is maintaining friendships. Social 

media tools offer social interaction and easy creation of content by users which makes it currently an integral 

part of many young people’s lives [3]. Unfortunately, many users got addicted to social media platforms where 

they binge all day scrolling down their phones, only to find out they’ve lost track of time and end up 

procrastinating and not getting their important stuff or job done. Overuse and exhaustion of social media are 

https://creativecommons.org/licenses/by-sa/4.0/
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widespread phenomena that have been harmful to people's health and productivity [4]. Social media platforms 

by being so powerful and with such a massive reach cannot be perfect and all good, its privileges could not be 

denied but it has severe side effects that can’t be neglected [5], [6]. Thousands of individuals had experienced 

major issues with their mental health, emotional instabilities, and time wastage as a result of social networking [7]. 

Although numerous studies have targeted social media to take down its damaging side effects, a greater number of 

the researchers used English datasets, and only a few used Arabic datasets [8]. Thus, most of these researchers 

use only the standard Arabic in formal speech like newspapers because Arabic dialects can be challenging and 

quite tricky. Arabic is an ancient Semitic language used as an official language in 22 Arab countries, it is 

spoken by many Muslims around the world [9]. Arabic is ranked fourth among Internet languages after English, 

Chinese, and Spanish, according to Internet World Stats [10]. Arabic speakers make up over 185 million online 

users or 4.8% of all Internet users. Nearly 300 million people are native Arabic speakers [11]. There seem to 

be three basic types of Arabic: Arabic dialect (AD), modern standard Arabic (MSA), and classical Arabic (CA). 

Classical Arabic and modern standard Arabic forms are used in all arab countries, while the Arabic 

dialect refers to dialectal varieties used locally in each country, in daily conversations. Classical Arabic is the 

oldest form of Arabic that exists in the coran, ancient works, and religious texts. However, Standard Arabic is 

the simplified and standardized form of classical Arabic with some grammatical changes. It is used in official 

oral or written communications, the administration, and the educational world [12]. MSA and AD can be found 

written in two ways: in Arabic characters or Latin letters and numerals [13]. 

In 2021, the researchers Lepe-Faúndez et al. [8] did a study about detecting cyberbullying in the 

Spanish language in tweets using hybrid model for detecting. The evaluation uses three different Spanish 

language corpora: the chilean, Mexican, and Chilean-Mexican corpora. The approach used machine learning 

(ML) algorithms including SVM, NB, and RF. Their work got good results between 70% and 89%.  

Wu et al. [9], the scientists did a study based on a hierarchical squashing-attention network to classify the 

degree and seriousness of cyberbullying incidents. Their research sought to create a dataset of Chinese-

language cyberbullying incidents classified as mild, medium, or serious as well as create a new squashing-

attention technique. They achieved mediocre accuracy, ranging from 40% to 60%. The field of text analysis 

has been the focus of eminent researchers. Most of them have used English datasets due to their availability 

everywhere on websites. Numerous researchers targeted English datasets using different approaches. Another 

study has been conducted by Abbasi et al. [14] about deep learning (DL) for religious, race, and ethnicity toxic 

comments detection and classification and got great results that reached 90% using RNN, LSTM, and BiLSTM. 

Toxicity is a common problem that’s why researchers from diverse backgrounds have worked on this issue. 

The researchers Nguyen et al. [5] did toxic speech detection for social media in the Vietnamese language using 

PhoBERT, they got medium results up to 70%. Another study has been applied to the georgian language by 

the scientist Lin and Ali [6] using NB, SVM, CNN, and RNN, they have achieved high results of up to 80%. 

However, only a few researchers counted by fingers showed interest in Arabic dataset. One of the top 

six most spoken languages in the world. There are around 300 million persons who are native Arabic speakers [10]. 

Despite the huge growth of the available online Arabic researches, there is a lack of work in this area. Some research 

returned that to the difficulty of the process of classifying Arabic text than classifying other languages like 

English and other European languages [11]. However, due to some structural problems with the language itself 

as well as a lack of tools available to aid the researchers, Arabic language classification was unable to keep up 

with the pace [12]. The most recent Arabic studies on toxicity have been done by the scientist Al-Bayari and 

Abdallah [15] in 2022 using the most popular social media platform: Instagram; where he got medium results 

up to 69%. In 2022 as well, another study has been made by Shannag et al. [16] about the construction and 

evaluation of multi-dialects of Arabic cyberbullying corpus using ML algorithms such as SVM and RF that 

achieved a high accuracy from 72.4% to 82.7%.  

In this study, we aim to address the issue of toxic comments on social media, specifically on the 

popular platform Instagram. This is a pressing concern as toxic comments can harm individuals and harm the 

online community as a whole [14]. Our approach to addressing this issue is by developing methods to detect 

toxic comments in the content posted on Instagram. The main contribution of this research is the creation of a 

new dataset from scratch specifically for the purpose of toxic comment detection on Instagram. This is different 

from previous studies that have relied on datasets collected from Twitter, as the characteristics and patterns of 

toxic comments may differ between platforms. By collecting and organizing our own dataset from Instagram, 

we can ensure that it is well-suited for our research and the task of detecting toxic comments on this platform. 

This research is significant because it provides new insights into the issue of toxic comments on social media 

and proposes novel methods to address it. By using Instagram as our source of data, we can shed light on a 

commonly overlooked aspect of this problem and contribute to the development of more effective approaches 

to combating toxic comments online. The remainder of this paper is organized as follows: section 2 focused 

on the architecture of the proposed system. The materials and method are described in section 3. section 4 

provides the results and discussion. Eventually, section 5 sums up this paper. 

 

https://sciprofiles.com/profile/1850479
https://sciprofiles.com/profile/2014528
https://link.springer.com/article/10.1007/s10639-022-11056-x#auth-Fatima-Shannag
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2. ARCHITECTURE OF THE PROPOSED DETECTION SYSTEM 

The methodology of this experimentation involves a five-step process for analyzing and understanding 

data collected from Instagram using Selenium. Each step is carefully planned and executed to achieve the 

ultimate goal of providing insights and predictions based on the data. Figure 1 summarizes the steps involved 

in the methodology and provides a visual representation of the process. The goal of this experimentation is to 

provide insights and predictions based on the data collected from Instagram using Selenium, and to develop 

models that can be used for future analysis and predictions. 
 

 

 
 

Figure 1. The method steps 
 

 

The first step of the method is data collection. This step involves using Selenium, an automation tool 

for web browsing, to access the Instagram website and extract the desired data. Selenium’s functions and 

libraries are utilized to automate the process of collecting data, ensuring that the data is collected in a consistent 

and reliable manner. The second step is data cleaning and preprocessing. This step is crucial as it ensures that 

the data collected is relevant, accurate, and of a high quality. The data is checked for missing or incorrect 

information and any errors are corrected. The data is also transformed into a format that is suitable for analysis. 

This step helps to improve the accuracy and reliability of the results obtained in later steps. The third step is 

model building. This step involves selecting the appropriate algorithms and training the models. The models 

are fine-tuned to optimize their performance, which is essential for accurate predictions. The models are 

designed to provide insights and make predictions based on the data collected from Instagram. The fourth step 

is model evaluation. The performance of the models is evaluated using metrics such as accuracy, precision, 

recall, and F1-score. This step helps to determine the effectiveness of the models in accurately predicting the 

desired outcomes. The results of the evaluation are used to further refine and improve the models. The final 

step of the method is model deployment. The models are integrated into existing systems and made accessible 

to users through applications such as mobile apps or websites. This step is important as it allows the models to 

be put into practical use and provides valuable insights and predictions to users. 

 

 

3. MATERIALS AND METHOD 

3.1.  Dataset collection and preprocessing 

Data collection is the process of gathering information about a certain topic. Social media platforms, 

such as Instagram, provide vast amounts of data for researchers to explore due to the large number of active 

users. Instagram has experienced rapid growth and has the most monthly active users compared to other 

platforms such as Facebook and Twitter. Instagram scraping involves automatically collecting publicly 

available data from Instagram users, including both images and text. This makes Instagram a valuable source 

of data for researchers. Web scraping is the process of gathering data from web pages using various tools and 

technologies. Selenium is a popular open-source web-based automation tool that is well-suited for web scraping [17]. 

It offers a variety of functions to navigate through web pages and fetch the required content, making it a powerful 

tool for data extraction. Additionally, Selenium has a user-friendly interface, making it easy to develop and run 

tests efficiently [18]. 

In the process of gathering the dataset for this project, we used Selenium. After the long process of 

collecting the dataset, we gathered it in an excel file under 3 columns: user name, comment, and time/date. 

Then added the column classification that contains the comments’ categories: positive, toxic, or neutral. The 

first step in cleaning a dataset involves three key actions. These include removing non-Arabic text, deleting 

emojis, and removing punctuation and special characters. The removal of non-Arabic text ensures that only 
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relevant data is included in the analysis. Emojis are removed as they are not recognizable by natural language 

processing (NLP) in the text preprocessing stage. Removing punctuation and special characters helps to 

standardize the data and treat each text equally, making it easier to analyze. After this phase, we went to 

preprocessing the dataset by deleting stop words normalization, and stemming. After classifying the dataset, 

we did the words’ cloud for each category, the Figure 2 shows these words’ cloud. Figure 2(a) represents the 

positive words cloud, while Figure 2(b) indicates the toxic words cloud, and Figure 2(c) presents the neutral 

words cloud. 
 

 

   
(a) (b) (c) 

 

Figure 2. Words samples: (a) positive words cloud, (b) toxic words cloud, and (c) neutral words cloud 
 

 

3.2.  Features extraction 

3.2.1. The term frequency-inverse document frequency (TF-IDF) 

A statistical technique that is frequently employed in information retrieval and natural language 

processing. To reflect the fact that some words are used more frequently than others overall, the tf-idf value 

increases according to the number of times a word appears in the document and therefore is offset by the 

number of documents in the corpus that contain the term [19], [20]. 
 

3.2.2. Bag of words 

The bag-of-words model is considered a simplifying representation applied in natural language 

processing and information retrieval (IR). Bag of words (BOW) describes the occurrence of words within a 

document. Every time we use an algorithm in NLP, it operates on numbers. Our text cannot be entered into the 

algorithm directly. As a result, the text is preprocessed using the bag of words model, which creates a bag of 

words from it and keeps track of how many times the most common words are used overall. Bag of words and 

TF-IDF differ significantly in that the former merely counts the frequency of words (TF) while the latter also 

includes some sort of inverse document frequency (IDF). 
 

3.2.3. Word2Vec 

It is a natural language processing technique. Word2vec is a learned representation of text where 

words with a similar representation have the same meaning. This approach of representing words and 

documents is considered the breakthrough key of DL in challenging NLP problems. 
 

3.2.4. GloVe 

GloVe stands for global vectors for word representation. It is a technique for obtaining vector 

representations for words. With GloVe, any word in a corpus of text can be intuitively converted into a position 

in a high-dimensional space. It can be used to identify connections between words, such as synonyms, 

connections between brands and products, zip codes, and locations. 
 

3.3.  Machine learning algorithms 

3.3.1. Support vector machines 

Support vector machines (SVMs) are supervised learning algorithms used for classification and 

regression. Its primary goal is to locate a hyperplane in an N-dimensional space that divides the datasets into 

classes. SVM is considered to be a learning method based on the theory of statistical learning. It can produce 

accurate classification outcomes without the need for lots of training data [21]. Although SVM works well with 

the default value, its results could be significantly improved by optimization parameters [22]. Support vector 

machine draws a hyperplane or set of hyperplanes in a space with high dimensions, to divide the data points 

into classes [23]. A good separation of the dataset points is fulfilled by the hyperplane with the biggest distance 

to the nearest training data point of any class which is referred to as the margin. The classifier’s generalization 

error decreases as the margin increases [24]. This algorithm has two kernel types either linear or non-linear. 

Polynomial, Gaussian, and Sigmoid kernels are examples of common non-linear kernels. 

https://en.wikipedia.org/wiki/Hyperplane
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3.3.2. Naïve bayes 

Naïve bayes (NBs) belong to the ML classification algorithms using Bayes’ theorem as their 

foundation. This theorem describes, based on prior knowledge of conditions that could be related to an event, 

the probability of this event. It is based on probability models that incorporate strong independence 

assumptions [25]. These models share a common principle. It is a very well-known sentiment analysis 

algorithm. This algorithm predicts the tag of text and determines the probability for each tag of the given text 

and the output is the one with the highest probability [26]. 

 

3.3.3. Random forest 

Random forest (RF) is a ML algorithm, that performs supervised learning used for both classification 

and regression. Where each random forest is composed of multiple decision trees that work together as a group 

to produce one prediction. This algorithm relies on the decision trees, basically it relies on the majority vote of 

these trees i.e., the standard combination method for random forest ensembles [27]. It is simply an assemblage 

of decision trees whose results are grouped into one final result with the highest number of votes. A RF 

algorithm should have many trees between 64-128 trees [28]. Three different NB models can be used: Bernoulli 

for binary feature vectors, multinomial for discrete counts, and gaussian for classification. 

 

3.3.4. Logistic regression 

Logistic regression (LR) is one of the most well-known ML algorithms, within the category of 

supervised learning technique. This algorithm predicts the outcome of a categorical variable, which implies 

that the result has to be a categorical or discrete value, in which it can either be true or false, 0 or 1, and or Yes 

or No. In addition, logistic regression gives the pass to the use of discrete or categorical predictors and provides 

the ability to adjust for multiple predictors. Due to this, logistic regression is particularly helpful for the analysis 

of observational data when adjustment is required to reduce the potential bias resulting from variations in the 

groups being compared [29]. LR model after calculating the weights of the input computes a sum of the input 

features and then calculates the logistic of the result. 

 

3.4.  Deep learning algorithms 

The deep learning (DL) algorithms are a subfield of machine learning that are inspired by the structure 

and function of the human brain. They use artificial neural networks, which consist of multiple interconnected 

processing nodes, to analyze complex patterns and relationships in large amounts of data. These algorithms are 

capable of learning from the input data without relying on explicit rules or programmed instructions. The 

learning process is accomplished through the adjustment of network weights and biases based on the input 

data, which allows the network to progressively improve its performance. Deep learning algorithms are used 

in a variety of applications, including image and speech recognition, natural language processing, and 

autonomous systems. They have proven to be particularly effective in solving problems where traditional 

machine learning techniques have fallen short. However, these algorithms require large amounts of data and 

computational resources to train, which can make their implementation challenging. Despite this, the ongoing 

advancement in computing power and the increasing availability of large datasets make Deep Learning a 

rapidly growing area of research and development in the field of artificial intelligence. Figure 3 illustrates 

LSTM memory cell structure. 
 

 

 
 

Figure 3. LSTM memory cell 

 

https://en.wikipedia.org/wiki/Probability
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Long short-term memory networks, or LSTMs, are a subset of recurrent neural networks. It is regarded 

as a strong kind of RNN. An LSTM performs numerous math operations, instead of just feeding its results into 

the following section of the network. Algorithm 1 represents the operation of an LSTM network. 

 

Algorithm 1. LSTM algorithm 
1: Input sequence: The LSTM model takes an input sequence, which could be a sequence of text, 

audio, or numerical data. 

2: Input preprocessing: The input sequence is preprocessed (vectorization, normalization...) 

3: Gates: The input gate, forget gate, and output gate are the three gates that the LSTM 

model uses to regulate the information flow through the network. The LSTM model can 

selectively recall or forget data from earlier time steps thanks to these gates. 

4: Cell state: A cell state is used by the LSTM model to store and update data over time. 

The state of the cell serves as a memory that can store relevant information about the 

input sequence. 

5: Hidden state: In order to extract the pertinent data from the input sequence at each time 

step, the LSTM model also employs a hidden state. Based on the input, the previous hidden 

state, and the cell state, the hidden state is updated. 

6: Output: At each time step, the LSTM model generates an output, which could be a scalar 

number, a probability distribution, or a sequence of values. Based on the updated hidden 

state and cell state at that time step, the output is generated. 

 

LSTM layers allow the model to retain information over longer periods, unlike the traditional RNNs. 

The input data is put into the first layer, and then the output of that layer is put into the second layer, and so 

on. Each layer processes the input data and generates a new representation, which is then passed to the next 

layer. After the preprocessing of the text and getting its word vectors of it, we input them in the convolutional 

network layer as features. The hidden layers intermediate layers between the input and output layers and the 

place where all the computation is done. The output layer produces the result for given inputs. Due to their 

capacity to understand long-term connections between data time steps, LSTMs are used to learn, process, and 

classify sequential data. Sentiment analysis, language modeling, speech recognition, and video analysis are 

some of the most popular LSTM applications. Figure 4 shows an example of LSTM layers. 
 

 

 
 

Figure 4. LSM layers 
 

 

4. RESULTS AND DISCUSSION 

4.1.  Performance measures 

Performance measures are statistical indicators used to evaluate the effectiveness and accuracy of 

machine learning models. Two commonly used performance measures are the confusion matrix and metrics. 

The confusion matrix is a table that summarizes the number of correct and incorrect predictions made by a 

model in binary classification tasks. It provides information on four key metrics: true positive (TP), false 

positive (FP), true negative (TN), and false negative (FN). These metrics can be used to calculate several 

important measures of model performance such as precision, recall, F1-score, and accuracy. Precision measures 

the proportion of positive predictions that are actually positive, recall measures the proportion of actual positive 

cases that are correctly identified, F1-score is the harmonic mean of precision and recall, and accuracy measures 

the overall accuracy of a model in making predictions. These performance measures are important in choosing 

the best model for a given problem and for fine-tuning it for optimal performance. 
 

Specificity=
TN

TN+FP
 (1) 
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Sensivity=
TP

FN+TP
 (2) 

 

Accuracy=
TP+TN

TP+TN+FP+FN
 (3) 

 

Precision=
TP

TP+FP
 (4) 

 

F1-score=2*
Precision* Sensivity

Precision+Sensivity
 (5) 

 

4.2.  Training results 

Dataset contains 3,242 samples, 80% for training, and the other 20% for testing. For each class of the 

classification, there are almost 1,000 instances. To import and implement the proposed DL model, we used the 

Tensorflow 2.9 library in this study. We constructed the model in Python and relied on the Jupyter notebook 

and google colab platforms for training the ML and DL models, and evaluating the models’ performances. 

Before training the models, we used grid search for tuning the parameters. SVM has some hyper-parameters 

like C or gamma values. Instead of trying all combinations and seeing what parameters work best, we used 

grid search for better results and time-saving. When it comes to models’ execution time, SVM takes a lot of 

time for the training and the other models consume less time compared to it. 
 

4.3.  Testing results 

We adopt LSTM as the basis for this experiment alongside SVM RF LR and NB. The results after 

building the models are shown in Table 1. The highest score was on the side of ML algorithms, especially the 

one used with tf-idf. 
 
 

Table 1. Results summary 
Models TF-IDF (%) BAG OF WORDS WORD2VEC 

(%) Uni-gram 1g+2g 1g+2g +3g Uni-gram 1g+2g 1g+2g+3g 

SVM 75.04 75.04 73.81 72.27 71.96 71.96 - 

RF 71.8 70.42 69.65 69.49 64.87 70.57 - 

LR 75.5 74.58 73.81 73.96 72.73 72.88 - 

NB 69.95 70.57 71.03 69.18 70.11 70.11 - 

LSTM - - 83.64 

 

 

We used metrics such as accuracy, precision, F1-score, and recall for evaluating the performances of 

models. It is observed that the SVM model performs the best, with an accuracy of 75.04% and an F1 of 78.38%, 

which shows strength compared with its competitors of the other models. On the other hand, model NB got the 

lowest accuracy with 71.03% and an F1 of 76.95%. Table 2 shows the used metrics like accuracy, precision, 

f1-score, and recall. 
 

 

Table 2. Models’ performance summary 
Models Accuracy (%) Precision (%) F1-score (%) Recall (%) 

SVM 75.04 79.71 78.38 77.10 

RF 71.8 81.45 74.01 83.17 

NB 71.03 76.66 76.95 80.37 

LR 75.5 79.80 78.67 77.57 

LSTM 83.64 83.59 83.49 83.51 

 

 

These are the confusion matrix that we obtained and they summarize the performance of the 

classification algorithms. The following matrixes belong to the algorithms with the higher scores in each 

category. The confusion matrixes are shown in the Figure 5. Figure 5(a) presents the confusion matrix of SVM 

using tf-idf uni-gram method, while Figure 5(b) shows the confusion matrix of SVM using tf-idf 1g+2g 

method, and Figure 5(c) indicates the confusion matrix of SVM using tf-idf 1g+3g method. Figure 5(d) shows 

the confusion matrix of LSTM. The results of the experimentation indicate that LSTM performed the best 

among all the algorithms tested. For the ML algorithms: The results showed that SVM outperformed other 

algorithms. SVM achieved the best results, followed by NB in second place, logistic regression in third place, 

and RF in last place. This shows the effectiveness of LSTM over the other ML algorithms in analyzing and 

predicting based on the data collected from Instagram. 
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(a) (b) 

  

  
(c) (d) 

 

Figure 5. The classifications provided by the four studied models. (a) SVM tf-idf unigram, (b) SVM tf-idf 

1g+2g, (c) SVM tf-idf 1g+3g, and (d) LSTM 
 

 

The performance of the algorithms was evaluated using receiver operating characteristic (ROC) 

curves and the area under the curve (AUC) measure. ROC is a probability curve that gives a measure of 

separability and shows how well the model is able to distinguish between classes. The higher the AUC, the 

better the model is at making predictions. Classifiers with curves closer to the top-left corner indicate better 

performance. Figure 6 shows the ROC curves: the Figure 6.a indicated the ROC curve of SVM and the Figure 

6.b shows the ROC curve of LSTM. These figures provide a visual representation of the performance of the 

algorithms and indicate that LSTM outperforms SVM in terms of separating the classes and making 

predictions. 
 

 

   
(a) (b) 

 

Figure 6. ROC curves of the studied classifiers: (a) SVM and (b) LSM 

 

 

4.4.  Discussion 

In this study, we have worked on social media cyberbullying in the Moroccan dialect. The dataset that 

we have used we collected it from scratch using the famous platform Instagram. The texts in this dataset have 

been classified into 3 subclasses: positive, toxic, or neutral. We could not find datasets in Arabic or Moroccan 

dialect for this project, the existing ones are mostly in English. Moreover, each category is recognized as 

follows: 0 for toxic, 1 for positive, and 2 for neutral. In the first step, after organizing the dataset, we applied a 

sequence of preprocessing operations to the dataset. These operations include removing emojis and Latin 
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characters, deleting stop words, and removing punctuation and alphanumeric characters. Just after we used the 

word embedding on the texts to convert them into vectors. In the proposed system architecture, we presented 

two ways to represent words to assess the effect of feature extraction on the proposed model. In approach 1, 

we used tf-idf with the three grams. The second method we used BOW. Then we applied the algorithms for 

the two methods. Overall, the results that we got out of this experiment were medium due to some difficulties 

with the Moroccan dialect and the dataset size. Table 3 summarizes the accuracy of articles reviewed in related 

work that used standard languages. 
 
 

Table 3. Related work accuracies of standard languages summary 
Ref. Language Techniques/algorithms 

SVM (%) RF (%) NB (%) LR (%) LSTM (%) BERT (%) CNN (%) 

[2] Arabic standard 68.33 - 68.33 - 77.95 - - 

[4] English - - - - - 98 - 
[5] Vietnamese 78.0 79.10 - 79.91 80.00 - - 

[6] Georgian 81.6 - 81.6 - - - - 

[14] English - - - - 95.81 - - 
[1] English - - - - 91 - 93 

[30] Hindi, Marathi - - - 85.18 77.77 - - 

[8] Spanish language: Chilean, Mexican, 
and Chilean-Mexican corpora 

86.90 87.17 75.30 - - - - 

[9] Chinese 54.50 46.40 - - - 57.4 60 

 
 

In this paper, we used the Arabic language and precisely the Moroccan dialect. Table 4 shows the 

accuracy of the articles that used dialects as well. Haidar et al. [31], used tweets database summed up to 4.93 

GB, in Lebanese, Syrian, Gulf Area, and Egyptian dialects to detect and stop cyberbullying in Arab countries. 
 
 

Table 4. Related work accuracies of Arabic dialects summary 
Ref. Language Techniques/algorithms 

SVM (%) RF (%) NB (%) LR (%) 

[15] Arabic dialects (Jordanian, Egyptian, and Iraqi) 69 67 66 66 

[31] Arabic (Lebanese, Syrian, Gulf, and Egyptian) 93.4 - 90.1 - 

[32] Arabic (Gulf) - - 95.9 - 

[16] Arabic (Egyptian, Gulf, and Levantine) 80.27 80 - 82.7 

 

 

5. CONCLUSION AND PERSPECTIVES 

In this work, we have used ML algorithms SVM, NB, and RF. We used DL algorithms as well like 

RNN-LSTM which gave medium results. We trained and tested the compiled corpus on four ML models 

including SVM, NB, RF, and LR, alongside RNN-LSTM. The experiments showed that the LSTM model 

outperformed the ML models with an accuracy rate of 83.64% and an F1-score rate of 83.49%. However, the 

results still need enhancement to perform better. The modest results we obtained are due to the difficulty of the 

Moroccan language and its preprocessing plus the other tools. In future work, we suggest making the model 

better suited to dealing with the Arabic language and especially the Moroccan dialect to improve results. 

Furthermore, we can use other DL models as the Arabic version of the BERT model (AraBERT). Moreover, 

hybrid models where we can combine SVM with another algorithm might increase the scores. 
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