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 Micro, small and medium enterprises (UMKM) is one of the important aspects 

to support the improvement of the economy in Indonesia. Zee Mart’s business 

is one of the UMKM shop in Pematang Siantar City with sales and purchase 

transaction activities for supplies. The purpose of this study is to predict the 

sales of Zee Mart store goods in the coming month using the adaptive response 

rate single exponential smoothing (ARRSES) method. ARRSES is a method 

with the advantage of having two parameters, alpha and beta, where alpha will 

change every period when the data pattern changes. The dataset obtained will 

be pre-processed through data selection, cleaning, and transformation. The 

best beta is determined based on the level of accuracy calculated using the 

mean absolute percentage error (MAPE). Model development using the 

ARRSES method will produce forecasting percentages and errors for each 

product using MAPE. The number of sales data is 23,092 before pre-

processing and 23,021 after pre-processing, with the total quantity of goods 

sold being 149,764 of 1,492 products. The results obtained using sales data 

23,021 show the lowest MAPE value of 9.85 at the best beta of 0.6 with the 

highest accuracy of 90.15% and the model is implemented into a web 

interface. 
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1. INTRODUCTION 

Forecasting is a method used to make estimates or estimates of events that are most likely to occur in 

the future. Forecasting can be done by analysing data obtained from the past. One of the functions of the 

forecasting system in the sales business is as a sales strategy for managing product inventory based on 

consumer demand. Especially for products whose sales are concentrated on short-term growth and quickly do 

not sell after the trend is no longer there [1]. Some products, such as milk, have stable consumption throughout 

the year, so sales can be predicted easily. However, some other items such as products that contain seasonal 

trends in their sales patterns cause complexity in the forecasting process [2]. Or affected by the failure of market 

promotion resulting in a decrease in product sales resulting in excess production capacity and a large waste of 

resources [3]. That way forecasting can help avoid excess production and reduce excess sales stock. 

Forecasting is not only needed in the sales business of large companies but is also needed by small 

business actors such as micro, small and medium enterprises (UMKM) businesses. UMKM is one of the 

important aspects to support the improvement of the economy in Indonesia. Grocery retailers rely on accurate 

sales forecasts to coordinate their supply chains [4]. Therefore, marketing strategies must be formulated based 

https://creativecommons.org/licenses/by-sa/4.0/
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on real data to be able to predict accurately based on future market development trends [5]. Quantitative 

forecasting eliminates most subjective factors and no longer relies heavily on the forecaster’s individual ability [6]. 

Good sales of UMKM products are one of the benchmarks for realizing the success of these contributions.  

Zee Mart shop is one of the UMKM businesses owned by Mr. Rasit Rumahorbo, which is located in Pematang 

Siantar. This study raises a case study that occurred at the Zee Mart Store with the main problem being the 

supply or stock of goods that are not in accordance with the number of requests from buyers or consumers.  

The shop owner re-stocks the product without thinking about planning beforehand, in the sense that if the stock 

of the item is empty and the item is the best-selling item, the shop owner will immediately take action to buy 

or re-stock the item more than the previous time. This is not an effective way to be implemented in the future. 

Many researchers have tried to use conventional forecasting models to predict product sales by 

utilizing historical sales information data [7]. By utilizing data-based quantitative prediction technology, one 

can uncover intricate correlations among historical data, relevant characteristic data, and sales forecast data, 

leading to a substantial enhancement in the accuracy and adequacy of modeling [8]. Sesario et al. [9] used 

single exponential smoothing to predict drug supply and produced a value of 𝛼 = 0.1 with a mean absolute 

percentage error (MAPE) value of 7% [9]. Wulandari et al. [10] also conducted a similar study regarding 

forecasting mushroom sales using double exponential smoothing with data tested in June 2021-May 2022. That 

study produces a value of 𝛼 = 0.6 with a MAPE value of 6.23%. Pongdatu and Putra [11] in 2018 also used 

the exponential smoothing method to predict clothing sales for the next season. Sidqi and Sumitra [12] used 

single exponential smoothing and double exponential smoothing to predict product sales and produced MAPE 

for single exponential smoothing of 20% and MAPE for double exponential smoothing of 24%. Other study 

analyzed power bumi product sales during the COVID-19 pandemic, compared forecasting methods, and 

determined that exponential smoothing alpha 0.9 resulted in the most accurate forecast of 627.628 boxes with 

a median absolute deviation (MAD) value of 130.329, MSE of 28,251.23, and MAPE of 22.00% [13]. Another 

study employs the trend moment method to predict Unilever Indonesia’s sales and earnings by year-end, with 

a MAPE error rate below 10% indicating the method’s success [14]. In addition, machine learning methods 

have also been developed for the purpose of predicting product sales using several algorithms such as artificial 

neural networks [15], support vector machine [16], linear regression [17] and random forest [18]. Previous 

research has proposed utilizing machine learning classifiers and a voting system to make estimates with the 

average probability of the output class [19]. Other studies have used machine learning to predict product sales 

and the results have significant implications for entrepreneurs in developing business strategies, rationalizing 

purchases and controlling operational costs [20]. Another study has also developed a K-nearest neighbor 

regression model using factors such as the number of competing stores in a neighborhood and promotional 

activities to predict product sales at each drugstore in Germany [21]. 

In accordance with the problems, situations, and several research sources that have been described 

previously, in this research, we will use the adaptive response rate single exponential smoothing (ARRSES) 

method to forecast sales to determine the inventory of Zee Mart Store sales products in the future period with 

the dataset sales are obtained from Zee Mart Stores. The main feature of time series data is the dependence 

between adjacent observations [22]. The ARRSES method was chosen because it has an alpha smoothing 

constant that can change in a controlled manner in the sense that alpha changes when there is a change in the 

data pattern. This is in accordance with the data used, namely sales data that will change within a certain period. 

In general, accurate sales forecasting is a prerequisite for competing effectively in the entrepreneurial business [23]. 

To determine and obtain accuracy values based on forecasting results from product sales data, the forecasting results 

will calculate the accuracy value using the MAPE method. In addition, this method is a method of updating or 

upgrading single exponential smoothing (SES), and the forecasting results will calculate the value of 

forecasting accuracy using the MAPE method. Furthermore, the web interface will be implemented as a 

platform for users to find out product sales forecasts using the ARRSES method in the next month. 

 

 

2. METHOD 

This research is quantitative research where the forecasting calculation using the ARRSES method is 

based on historical sales data in the form of numbers from each existing sales product. To produce the accuracy 

of the forecasting calculation results can be calculated using MAPE method with the aim of calculating 

accuracy of forecasting error value assessment. The estimated inventory value will be used as a reference to 

state the number of purchases of goods in the coming month. The variables used in this study are alpha and 

beta. The alpha variable is the dependent variable, and the beta variable is the independent variable. The causal 

relationship between two variables is the dependent variable depending on the independent variable, in the 

sense that alpha depends on beta. This can be seen when the beta value is initialized in the experimental process 

to determine the best beta, the alpha value will change. The experiments carried out in this study were to 

determine the best beta value using overall product sales data based on quantity and applying the ARRSES 
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method, as well as evaluating forecasting errors using the MAPE method. Figure 1 is the research design that 

will be carried out in this study. 

 

 

 
 

Figure 1. Research design 

 

 

The ARRSES method is used as a forecasting method and MAPE as a method to calculate the 

accuracy of forecasting results. The ARRSES method has two parameters that will be used for forecasting, 

namely alpha and beta. The alpha variable in the ARRSES method is used for the calculation process 𝐹𝑡+1 can 

be seen in the following as:  

 

𝐹𝑡+1 = 𝛼𝑡𝑋𝑡 + (1 − 𝛼𝑡)𝐹𝑡 (1) 

 

to get value 𝛼 in t period can be seen in the following as which is the absolute value of the division between 

𝐸𝑡 and 𝑀𝑡:  

 

𝛼𝑡+1 = |
𝐸𝑡

𝐴𝐸𝑡
| (2) 

 

𝐸𝑡 =  𝛽𝑒𝑡 + (1 − 𝛽)𝐸𝑡−1 (3) 

 

𝐴𝐸𝑡 = 𝛽| 𝑒𝑡| + (1 − 𝛽)𝐴𝐸𝑡−1 (4) 

 

𝑒𝑡 =  𝑋𝑡 − 𝐹𝑡 (5) 

 

initialization of data is as follows: 

 

𝐸𝑡 = 𝐴𝐸1 = 𝐹1 = 𝛼1 = 0 (6) 

 

𝐹2 = 𝑋1 (7) 

 

𝛼2 =  𝛽 (8) 

 

Description: 

𝛼 =Alpha parameter or approximate value consideration from 0 to 1. 

𝛽 =Beta constant between 0.1 to 0.9. 

𝐸𝑡 =Exponential smoothing error. 

𝐴𝐸𝑡 =Smoothed error element value or mean absolute deviation. 

𝑒𝑡 =Forecasting error for t period. 

𝑋𝑡 =Actual data at the t time. 

𝐹𝑡 =Forecasting data at that t time. 

𝐹𝑡+1 =Forecasting data at a later time. 
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Where alpha will change every period (𝛼𝑡+1) and alpha changes if 𝛼2 has been obtained from the 

initialization of the beta value according to (8), namely 𝛼2 = 𝛽, beta value initialization starts from beta 0.1-

0.9. This beta variable experiment will get the best beta value for use in forecasting in producing forecasts with 

a high level of accuracy and low error value. 

Based on Figure 1, the first step is to collect datasets sourced from Zee Mart Store owners. The dataset 

provided is in the form of store sales in the form of a pdf format document. The pdf data will be converted into 

excel based on each data page and grouped into sales data per product. Furthermore, data pre-processing is 

carried out through three stages, namely data selection, data cleaning, and data transformation. In selecting the 

data, the process of selecting several attributes to be used is carried out, namely struk date and Qty. Then the 

data cleaning process is carried out to remove data that has missing values by using the dropna () function. 

After the data is cleaned, the next step is the transformation process. However, before data transformation is 

performed, firstly the Qty data type is changed to int 64 because the number type in Qty is integer, and the 

struk date data type is also changed from object to datetime because the contents of the struk date attribute are 

time periods. 

The data that has been processed previously will be used for checking data patterns and determining 

the best beta value using python. Determination of the best beta is done by experimenting with initializing beta 

in the range 0.1-0.9. The best beta value is determined based on the MAPE value or the smallest error in the 

category of high forecasting accuracy. Figure 2 is a flowchart of the pre-processing process carried out in this 

study. 

 

 

 
 

Figure 2. Flowchart of the pre-processing process 

 

 

The ARRSES method is applied using (1) to (8), as shown in Figure 3. The first step is to initialize 

the best beta value, ranging from 0.1 to 0.9. Variables are then initialized, including the forecast value in the 

2nd period (F2) which is the actual value obtained in the 1st period and then in the 1st period for the error value 

(𝑒𝑡), smoothing errors (𝐸𝑡), smoothing absolute error (𝐴𝐸𝑡), forecasting (𝐹1), and alpha value (𝛼1). Error is 

defined from the difference between the true value and the estimated value (5). When the error value has been 

obtained, then the error value will be smoothed again which is called smoothing error (𝐸𝑡), and absolute 

smoothing is also done (𝐴𝐸𝑡) to smooth out the errors to be smaller. The alpha value is obtained from the 

results of the smoothing error comparison (𝐸𝑡) with smoothing absolute error (𝐴𝐸𝑡) where the maximum alpha 

value is 1. Then to get the percentage error (PE) obtained from the absolute result of comparison of error in the 

t period (𝑒𝑡) with the true value in t period. Forecasting results will be obtained when the iteration process has 

been carried out in the t period and to see the forecasting accuracy is seen based on the MAPE range obtained. 

The forecasting accuracy is determined by the MAPE range: <10% is very accurate, 10-20% is good, 20-50% 

is reasonable, and >50% is very low [24], [25]. 
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Figure 3. The stage of ARRSES calculation method 

 

 

Based Figure 3, the level of forecasting accuracy can be determined by calculating the MAPE, which 

indicates the extent of the errors in the forecasting process. The MAPE is calculated by summing the percentage 

errors of all products, excluding the first period, which is used as the basis for forecasting the subsequent 

periods. To select the best beta for the model, we need to identify the value that results in the smallest MAPE 

with high accuracy. This value will be utilized in the modeling process, and the MAPE method will be used to 

compute the error value for each product. The accuracy of the forecasting model is determined by the 

magnitude of the forecasting error value. A smaller error value signifies greater forecasting accuracy, while a 

larger error value suggests lower forecasting accuracy. 

 

 

3. RESULTS AND DISCUSSION 

The model generated from the implementation process will be built into a web interface using the 

Django framework. The web interface is built to evaluate the model that has been built by forecasting the sales 

of each product. Figure 4 is a web interface that can be used by users to forecast sales by inputting sales data 

for six periods. 

When the user has input sales data and presses the predict button, the results of the sales forecast for 

the next one-month period will be displayed, and a graph of the actual data for the 1st period (August 2021)-up 

to the 6th period (January 2022) as well as sales forecasting products in the 7th period (February 2022). 

Forecasting results can be seen in Figure 5. 

 

 

 
 

Figure 4. User interface sales prediction 
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Figure 5. Result of sales prediction 

 

 

The test is carried out based on the results of the implementation of the model that applies the 

ARRSES algorithm on the web interface. In this test, a forecasting experiment was conducted on 1,492 

products with the best beta obtained. Table 1 are the results of tests that have been carried out using the model 

on the web interface. 

 

 

Table 1. Result of test 
No Product Xt Ft MAPE Category 

Period 

1 

Period 

2 

Period 

3 

Period 

4 

Period 

5 

Period 

6 

1 ABC CHOCOMALT-200 ML 0 15 0 0 31 50 46 57.52% Low 

2 ABC EXTRA PDS-70 G 0 2 0 0 5 12 11 58.25% Low 
3 ABC KECAP ASIN-133 ML 0 0 0 0 0 10 0 20.00% Reasonable 

4 ABC KECAP MANIS-135 ML 0 0 0 0 21 28 28 40.00% Reasonable 

5 ABC KECAP MANIS-520 ML 0 0 0 0 9 4 4 40.00% Reasonable 
6 ABC KECAP MANIS-80 ML 14 12 0 0 8 22 16 36.06% Reasonable 

7 ABC KICAP PEDAS-135 ML 8 0 0 0 0 0 0 0.00% High 
8 ABC KOPI MOKA-27 G 3 34 0 0 10 10 7 52.84% Low 

9 ABC KOPI SUSU-200 ML 0 20 0 0 28 20 18 54.40% Low 

10 ABC Mie Goreng Selera 0 0 0 0 155 134 134 40.00% Reasonable 
11 ABC SAMBAL ASLI-135 ML 33 15 0 0 0 0 0 24.00% Reasonable 

12 ABC SAMBAL EXTRA PDS-75 G 

(MERAH) 

0 11 0 0 7 2 2 46.00% Reasonable 

13 ABC SAUS TOMAT-135 ML 0 5 0 0 12 5 5 50.40% Low 

14 ABC SUSU-31 GR 6 0 0 0 6 6 6 20.00% Reasonable 

15 ABC WHITE COFFE-27 GR 0 0 2 3 0 0 0 40.00% Reasonable 
16 ADABI PISANG GORENG-80 G 0 0 0 11 0 0 0 20.00% Reasonable 

17 ADABI TEPUNG GORENG PISANG-250 

GR 

0 0 0 0 10 27 27 40.00% Reasonable 

18 ADAM SARI CHING KU- 0 0 0 0 10 6 6 40.00% Reasonable 

19 ADAM SARI CHING KU BOTOL- 0 0 0 0 38 43 43 40.00% Reasonable 

20 ADAM SARI CHING KU KALENG 0 0 0 0 22 79 79 40.00% Reasonable 

 

 

The determination of the best beta value using the total quantity of the overall sales data is conducted 

by conducting experiments and evaluations using Python. The experiment was carried out nine times by 

initializing the beta value from 0.1 to 0.9. Based on these experiments, different MAPE values were obtained 

according to the input beta initialization. The results obtained in the beta value experiment can be seen in 

chapter 4 sub-chapter stages of determining the best beta value, with the largest MAPE value of 14.50% in the 

good category at a beta initialization of 0.9 while the smallest MAPE value was obtained at 9.85% at 

initialization beta 0.6 with the high category. In the research, the implementation of the ARRSES method has 

been successfully applied to determine the best beta but based on the stages of determining the best beta in the 

implementation chapter, which is carried out using Python. Table 2 is the acquisition of MAPE values based 

on beta initialization. 
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Table 2. MAPE value 
Beta initialization MAPE value Accuracy 

0.1 13.77% Good 
0.2 13.02% Good 

0.3 12.19% Good 

0.4 11.18% Good 
0.5 10.4% Good 

0.6 9.87% High 

0.7 11.24% Good 
0.8 12.87% Good 

0.9 14.50% Good 

 

 

In this study, experiments were carried out using 1492 products to test the accuracy of forecasting for 

each product. The forecasting experiment process is carried out using a web interface that has implemented the 

calculation algorithm from ARRSES. It can be seen in Figure 6 which is a data visualization that shows the 

results of experiments carried out on the web interface where there are 89 products that have a “high” 

forecasting accuracy category with MAPE values in the MAPE<10%, 359 products have a category with a 

high level of forecasting accuracy. “good” with MAPE values in the 10%≤MAPE<20%, 552 product data have 

a “reasonable” forecasting accuracy category with MAPE ranges in the 20%≤MAPE<50%, and 492 products 

have accuracy level categories “low” forecasting and MAPE values in the MAPE≥50% range. 

 

 

 
 

Figure 6. Data visualization about total forecasting accuracy per category 

 

 

From the results of the tests carried out on each product, various levels of accuracy were obtained. 

Forecasting in the high category can be obtained if the product sales quantity is not too far away in each period, 

while the low category forecast is obtained when there is a fluctuation, or the product sales quantity has 

increased or decreased significantly in the sales period. The results of this study indicate that a low MAPE 

value occurs when significant fluctuations occur in the sales period and a high MAPE value occurs when 

fluctuations or decreases and sales increase are not too far away. 

 

 

4. CONCLUSION 

Based on experiments and tests carried out to obtain the best model with the best accuracy, the 

following conclusions from this research are that this research is able to obtain the best beta value and build a 

sales forecasting model by applying the ARRSES method and has obtained the accuracy and the error value of 

the forecasting results by using the MAPE method 2. The best beta value is influenced by beta initialization 

0.1-0.9, with the determination of the best beta taking into account the lowest MAPE value and the best 

accuracy category. The best beta value obtained from the initialization of beta values 0.1-0.9 is 0.6. 3. The 

lowest MAPE value obtained in this study was 9.85% and had an accuracy of 90.15%. The best model accuracy 

value is influenced by the MAPE forecasting error value, where the smaller the forecast error value obtained, 

the greater the forecasting accuracy will be, and conversely, the greater the forecasting error value, the smaller 
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the forecasting accuracy will be 4. The model has been built into a web interface using the Django framework, 

which is capable of forecasting each sales product. 
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