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Abstract 
 Artificial intelligence is a frontier field of computer science, and achieved considerable progress 

in the past few decades. Being an important research branch of artificial intelligence, machine learning has 
been successfully applied to many fields in recent years, such as expert system, automatic reasoning, 
natural language processing, pattern recognition, computer vision, intelligent robots, and so on. This article 
comprehensively introduces the main strategies of machine learning, and summarizes the existing 
problems and challenges. 
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1. Introduction 

Learning is one of the key features that humans differ from other lower forms of life, and 
means an important intelligent behavior of humans. In the process of development and 
popularization of modern science and technology, all kinds of definitions of learning had been 
given. H. A. Simon believed that, learning is the adaptive changes made by a system, which 
could make it more effective in the next time when required to complete the same or similar 
task. R. S. Michalski argued that, learning is the expression of construction or modification to 
the experienced things. These two views both have its own focus. The first puts more emphasis 
on the effect of learning behavior, the second puts more emphasis on the expression of learning 
object. What we prefer to is the view pointed by Simon, "If a system can improve its 
performance by implementing some process, it is learning". 

With the rapid development of modern technology, especially the rapid development of 
computer technology, people wondering that, can we make the computers has the same or 
similar learning ability as the humans. The problem got affirmative answer in the field of 
machine learning. In general, machine learning is to make machines constantly improve their 
performances, realize self-improvement, and acquire new knowledge and new skills by the use 
of existing knowledge provided by humans, based on the identification of object. 

As an important research field of artificial intelligence, the mainly tasks of machine 
learning are learning mechanism, learning methods, and the oriented task [1]. With the 
development of artificial intelligence, machine learning had many successful research results 
and applications in all the fields of artificial intelligence, and became an energetic and 
challenging research subject. 

How to divide the development stage of machine learning? Different scholars gave 
different answers. Vapnik, one of the founders of the statistical learning theory, divided its 
research and development history into four stages [2]. A) The emergence of learning machine. 
B) The establishment of the foundation of learning theory. C) The appearance of Neural 
Networks. D) The foundation of Statistical Learning Theory. 

The development of machine learning is very rapid, and there are a lot of excellent 
learning strategies, we can classify them from different angles. According to the learning ability 
of system, they can be divided into supervised learning, semi-supervised learning, and 
unsupervised learning. According to the nature of learning object, they can be divided into 
concept learning and process learning. According to representations of knowledge, they can be 
divided into logical representations learning, productive representations learning, and frame 
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representations learning. According to the reasoning way, they can be divided into deduction-
based learning and induction-based learning. According to the comprehensive property, they 
can be divided into Inductive Learning, Analytical Learning, Connective Learning, Genetic 
Algorithm and Classifier System, and so on. In this article, according to the appearance time of 
classification criteria, we divide these strategies into two classes, traditional strategies and 
modern strategies. 

 
 

2. Traditional Strategies of Machine Learning 
According to the different complexity of reasoning strategies adopted in the system of 

learning process, traditional strategies can be divided into five types, Rote Learning, Learning 
by Being Told, Inductive Learning, Learning by Analogy, and Explanation-Based Learning. 
 
2.1. Rote Learning 

Rote Learning is the simplest, most primitive, and most basic learning strategy, which 
can achieve the purpose of learning through memorizing and evaluating the external 
environment provided information. What the learning system going to do is storing the evaluated 
knowledge to the knowledge base, from which it can retrieve the corresponding knowledge to 
directly solve the required problems. 1979, Hayes-Roth, Lenat and Klahr put forward an 
interesting idea about Rote Learning (Seen in Figure 1). They point out that we can take the 
Rote Learning as the first level in classification of data reduction, and data reduction has the 
same purpose with computer language to compile the original information into executable 
information. For Rote Learning, we need to pay attention to three important issues. A) Storage 
and organization of information. Using the proper storage style, and making the searching 
process as fast as possible. B) The stability of environment and applicability of stored 
information. Learning system must ensure that the stored information adapted to the changes of 
external environment. C) Tradeoff between storage and computing. Rote learning does not 
have any reasoning ability, all the information placed in computer will be added in some new, it 
is essentially using storage space for the processing time. Therefore, Rote Learning must fully 
weigh the relationship between storage and computing. 

 
 

 
Figure 1. The Diagram of Levels in Reduced Data 

 
 

2.2. Learning by Being Told 
In Learning by Being Told, system can be provided with general instructions or 

proposals by external environment, which would be specifically converted to detailed knowledge 
and then sent into knowledge base (Seen in Figure 2).  

 

 
Figure 2. The Diagram of Learning by Being Told 
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The produced knowledge will be evaluated repeatedly in the learning process, which 
results in the knowledge base of system continuously improved. Learning by Being Told is a 
more practical learning method, which can be used to obtain the expert knowledge. It can avoid 
the difficulties brought by analysis and induction on its own system to produce new knowledge, 
and can do without domain experts’ understanding about the system internal knowledge 
representation and organization, so obtains widely applications in extensive fields. 
  
2.3. Inductive Learning 

Inductive Learning is the application of inductive reasoning to learning (Seen in Figure 
3). Inductive reasoning is a reasoning adopting inductive method, which means to conclude 
general knowledge from enough cases, and is a kind of reasoning from individual to general. 
The popular inductive methods include enumeration induction, association induction, analogy 
induction, inverse reasoning induction and eliminate induction, etc. For the reason that we 
cannot investigate all of related cases during induction in most cases, so the induced conclusion 
cannot guarantee its absolute accuracy, it only can be believed to be true to some degree, 
which is an important feature of inductive reasoning. Inductive Learning can be divided into 
case learning, observation and discovery learning according to whether or not there exists the 
guidance of teachers. Inductive Learning is the most basic and mature learning method, which 
has been widely applied in the research and application fields of artificial intelligence. 

 

 
Figure 3. The Diagram of Inductive Learning 

 
 
2.4. Learning by Analogy 

Analogy is an important method for human to know the world, and an important 
measure to guide human to learn new things, conduct creative thinking. Learning by Analogy is 
a learning method by comparing similar things. Analogical reasoning is the foundation of 
Learning by Analogy, whose process can be divided into four steps, recall and association, 
selection, establishing corresponding relation and conversion. The methods of Learning by 
Analogy can be usually divided into attribute analogy learning and conversion analogy learning. 

Learning by Analogy plays an important role in the progress history of human science 
and technology, by which many scientific discoveries had been obtained. But, the main difficulty 
in Learning by Analogy is association for analogy source, namely, given a target domain, and 
then find out from the countless intricate structures one or several candidate analogy sources. 
In the actual application, analogy sources are given by the user, which actually results in that 
the system can only repeat the analogies people known, but can't help people learn new 
knowledge. 

 
2.5. Explanation-based Learning 

In recent years, Explanation-based Learning (EBL) has rising as a learning method in 
the field of machine learning. On use of relevant domains’ knowledge, analyzing the currently 
provided cases, it can construct interpretation, create corresponding knowledge, as well. In 
1986, Mitchell et al. proposed a unified EBG algorithm for Explanation-based Learning, which 
established the explanation-based summarization process, and utilized the logic representation 
of knowledge and deductive reasoning for problem solving (Seen in Figure 4). 

During the learning process of Explanation-based Learning, system uses relevant 
domains’ knowledge to deduct gradually, and then constructs the explanation eventually to 
satisfy the target concept. Domain knowledge plays an important role in the formation of 
explanation, which requires domain knowledge is perfect, complete enough, can explain all the 
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cases to be handled. But in the real world, most of the domain knowledge does not have this 
feature, knowledge is unavoidable incomplete. Accordingly, we need to study how to make EBL 
still effective in incomplete domain knowledge. Meanwhile, we also need to study how to modify 
the incomplete domain knowledge to have stronger explanation ability. 

 

 
Figure 4. The Diagram of EBG Algorithm 

 
 
3. Modern Strategies of Machine Learning 

According to the classification criteria adopted in other scholars [3, 4], we can divide the 
modern strategies into the following five types. 
 
3.1. Neural Networks-based Learning 

Neural Networks (NNs) is composed of some simple neuron-like units, and the 
connection with weight between each of them (Seen in Figure 5). The state of every unit is 
decided by the inputs of other units, which is connected with it (Seen in Figure 6). NNs is 
different from Symbolic Learning, called Connective Learning. NNS trains network by using all 
kinds of examples, produces the internal representation of network, by which to identify the 
other inputted examples. Due to its highly parallel distributed processing ability, NNs has made 
great successes and developments in recent years. The well-known models or algorithms of 
NNs including Single-layer Perception, Hopfield Network, Boltzmann Machine and Back 
Propagation (BP) algorithm. 

 

 
Figure 5. The Structure of Neural Networks  

 
 Figure 6. The Structure of a Single 

Neuron 
 

 
NNs has made successful applications in many fields [5-7]. However, in practical 

applications, because of the lack of prior knowledge, users often need to choose the 
appropriate neural network models, algorithms and parameters through lots of time-consuming 
tests, which results in the application effect is completely depends on the user’s experiences, 
and the lack of the rigorous theoretical system’s guide. In addition, other defects of NNs, such 
as over-fitting and local minima problems, have recently limited its developments both in 
researches and in applications. 
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3.2. Statistical Learning Theory-based Learning 
Compared with the traditional statistics, the Statistical Learning Theory (SLT), founded 

by Vapnik in 1960s to 1970s, is a kind of theory specially researches the laws of machine 
learning under limited samples. It not only considers the requirements of asymptotic 
performance, but also pursuits the optimal results with limited information [2]. 

In particular, in the period from 1992 to 1995, the SLT-Based Support Vector Machine 
(SVM) method [2], [8-10], proposed by Vapnik, fundamentally solves some of the defects of the 
traditional statistics theory. For example, SVM can effectively handle the problem of high 
dimensional data with limited samples, and has the merits of good generalization ability, 
convergence to the global optimum, and dimension insensitivity. The principle of SVM can be 
concisely interpreted in Figure 7 and Figure 8. 

 

 
Figure 7. The Diagram of Optimal Separating 
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Figure 8. The Diagram of Kernel Function: 
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After the developments in recent years, SVM has become a hot spot of machine 

learning, and has been successfully applied in many fields [11-15]. Such as, face detection, 
speech recognition, image recognition, signal processing, handwritten numeral recognition, 
automatic text classification, machine translation, etc. At present, the SVM method has become 
the youngest and the most practical content in SLT, the related theories and applications are 
quickly evolving. 

 
3.3. Reinforcement Learning 

Reinforcement Learning, also called Reward Learning, or Evaluation Learning, whose 
principle can be early traced back to the experiment of Pavlovian Conditioning. The theory of 
Reinforcement Learning formed in the 1980s, based on trial and error method, dynamic 
programming and temporal difference method [3]. 

Simon pointed out, in mechanism, this kind of machine learning theory is different from 
the learning in the sense of artificial intelligence. The main difference is, it emphasizes the 
adaptation to the change of environment, which means the need to establish a kind of 
feedback-based learning theory (Seen in Figure 9). Its basic principle can be briefly described 
as follows. If some behavior strategy of agent can leads to the positive rewards of environment, 
then the agent will strengthen the trend to generate the behavior strategy [16]. 

 

 
Figure 9. The Diagram of Reinforcement Learning 
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The main algorithms of Reinforcement Learning including Temporal Difference Method, 
O-Learning Algorithm, Adaptive Heuristic Critic Algorithm, and the Reinforcement Learning 
based on other learning machine [3]. 

At present, Reinforcement Learning has widely researches and applications in the fields 
of artificial intelligence, machine learning and automatic control. Especially, after the 
breakthrough progress achieved in the mathematics foundation, Reinforcement Learning has 
become one of focuses in the field of machine learning [17]. 

 
3.4. Ensemble Learning 

The method of traditional machine learning is looking for a classifier, which is proximal 
to the actual classification function in the hypothesis space [18]. Ensemble Learning combines 
the classification results of several single classifiers to decide the final classification result on 
new samples [19, 20], by which better performances than single classifiers can be obtained. 

The simplest Ensemble Learning is Bagging [21]. It generates several different training 
sets by resampling, trains classifier in each set, and then combines the results by Voting. This 
method is very effective, for the fact that it increases the bias slightly, and reduces the variance 
greatly [22]. 

In Boosting method, each training sample have an ever-changing weight, the training of 
new classifiers concentrates on the samples tend to be misclassified in the last time. AdaBoost 
is the fundamental algorithm in Boosting, from which derived most of the other algorithms of 
Boosting. The popular algorithms include Discrete AdaBoost, Real AdaBoost, LogitBoost and 
Gentle AdaBoost [23]. 

In addition to Bagging and Boosting, there are some other methods. Stacking [24] 
utilizes the outputs of every single classifier to form the inputs of higher classifiers. Meta 
Learning [25] uses all the outputs of basic Learning Machines to formulate a meta-classifier. 
Ensembles of other basic classifiers, such as ensemble of Naive Bayesian, ensemble of 
Decision Tree [26], ensemble of NNs [27-29], and ensemble of KNN [30]. Besides, there are 
some online ensemble learning methods [31, 32]. 

Although the Ensemble Learning has made many achievements in some fields recently, 
but there are still some hard topics to be further studied in future, such as the selective 
ensemble, the comprehensibility of ensemble [33]. 

 
3.5. Active Learning 

At present, the reality situation machine learning faces is, the unlabelled samples are 
numerous and facile, the labeled samples are scarce and rare. In order to solve the above 
problem, the professor Angluin of Yale University put forward the method of Active Learning [34] 
in 1988. What it differs from the previous algorithms is, Active Learning simulates the process of 
human learning, improves the generalization capability of classifier iteratively by choosing some 
unlabelled samples to training set. Due to the wide applicability and efficient use of human 
experts, Active Learning attracts extensive attention and develops rapidly, and becomes one of 
the most important directions in the field of machine learning [35]. 

According to the sampling strategies in the choice of unlabelled samples, Active 
Learning can be divided into the following types, Membership Query Synthesis, Stream-Based 
Active Learning and Pool-Based Active Learning [36]. 

The defect of Membership Query Synthesis is leaving all the unlabelled samples to 
human experts for labeling, without considering the actual distribution of samples [37]. The 
defect of Stream-Based Active Learning is the lack of universality to the problems of different 
learning.  

In order to solve the above-mentioned problems, Lewis proposes Pool-Based Active 
Learning [38]. The sampling strategy is, making up a ‘pool’ with unlabelled samples, in which to 
calculate and compare the information of unlabelled samples, choosing the samples with more 
information for labeling. 

The sampling strategies of Pool-Based Active Learning inherit the advantages of the 
two formers, and overcome their shortcomings, and thus become the most widely-used 
sampling strategy. It has many successful applications in the fields of text classification, 
information extraction, image retrieval, video retrieval and cancer testing. 
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Although Active Learning has excellent performances in the actual applications, 
however, there are still some difficult problems to be solved in future, such as the sampling 
strategies under inaccessible conditions, online labeling, and the price-sensitive problem [35]. 

 
 

4. Conclusion 
The research in Machine Learning aims at making computers obtain knowledge from 

the real world the way like human, reveal the mechanism of human learning and the mystery of 
the human brain. Along with the deepening of research, it is not difficult to find that, no matter 
what kind of learning methods, all have some limitations or one-sidedness, which results in the 
failure to fully reveal the mechanism of brain thinking and human learning. 

Machine Learning is a very active and vigorous research field, also a field full of 
difficulties and controversies, there are still a lot of problems and challenges not completely 
solved. They can be summarized as follows. The problems in Machine Learning include 
dimension disaster problem, PU learning problem, data generalization problem, and Over-fitting 
problem [39-41]. There are five issues about the challenges for Machine Learning to be further 
studied [33]. (a) Could the generalization ability be more accurate? (b) Could the training or 
testing speed be faster? (c) Could the learning mechanism be easier to understand? (d) Could 
all the data be used efficiently? (e) Could the costs be handled discriminately? Any 
breakthrough achieved in the problems and challenges mentioned above can make great 
contributions to the progress of Machine Learning. 
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