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Abstract 
 Compressed medical images are widely used in clinical teaching and diagnosis. To save 

computing cost and storage spaces, research on compressed medical image retrieval is meaningful. This 
paper proposes a novel medical image retrieval scheme in DCT (Discrete Cosine Transformation) 
compressed domain. We firstly obtain the multi resolution image by reorganizing the DCT coefficients, 
then, segment the medical image’s ROI (Region of Interest) and acquires the shape binary image in DCT 
compressed domain. We use Hu invariant moments to extract shape feature vectors, and measure the 
similarity by weighting method. Experiments were carried out on an image database which contains 1000 
medical CT images. The experimental results show that this algorithm can correctly extract shape features 
of ROI and get good retrieval performance on JPEG medical images. 

  
Keywords: medical image retrieval, shape features, DCT compressed domain, DCT coefficients, ROI 

    
Copyright © 2014 Institute of Advanced Engineering and Science. All rights reserved. 

 
 

1. Introduction 
Human society has been advanced into the information era. With image data 

dramatically increasing, the development of image retrieval technology is getting faster and 
faster. Original image retrieval method is the Text-Based Image Retrieval (TBIR), which label 
the keywords and obtain demand images via retrieving these keywords. TBIR method is simple, 
fast and easy, but image information is huge and is of abundant content, the keywords are hard 
to be properly described and exactly abstracted in many situations [1]. In the beginning of 
1990s, the technology of Content-Based Image Retrieval (CBIR) turned up. This method uses 
basic vision features, such as color, shape, texture, brightness structure. It does not need much 
anthropic intervention and annotation, it automatically analyses image features and 
accomplishes retrieval. CBIR technology develops rapidly and researchers have acquired many 
scientific achievements [2-5]. However, in order to save and transmit expediently, most images 
are compressed. To increase efficiency and performance, people begin to study the image 
retrieval in compressed domain, which retrieves the image under the situation of partly 
decompression or non-decompression [6]. Because there are a lot of image formats, such as 
JPEG (Joint Photographic Experts Group), H.261/H.263, MPEG-1/2, which are compressed by 
the way of DCT, the research on DCT compressed domain image retrieval is extremely 
meaningful. In recent years, there are some compressed domain image retrieval methods 
presented, for example, Lay presented an image retrieval method based on energy histograms 
of the low frequency DCT coefficients [7]; Lu proposed a content-based image retrieval scheme 
in JPEG compressed domain  [8]; Lu and Burkhardt proposed a color image retrieval method 
based on DCT-domain vector quantization index histograms [9]; Hossein et al. used clustering 
techniques in DCT domain to object-based image retrieval [10]; Feng and Jiang presented a 
JPEG compressed image retrieval method via statistical features [11]. Reference [12] count the 
amount of Connected-Regions on the multi resolution image and establish Connected-Region 
Histogram as feature to do retrieval (we call this method as CRH-DCT algorithm).  

With the development of medical imaging technology and popularization of hospital 
information network, medical image data play a important role in medical teaching, clinical 
diagnosis, patient situation tracking and medical research [13]. How to manage and use these 
resources is very essential. Therefore, medical image retrieval has become a very hot research 
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in the field of biomedicine engineering [14]. However, as we have known there has been little 
research on  medical image retrieval in the DCT domain. 

Considering JPEG medical images compressed by DCT transform take big proportion 
in real applications, this paper addressed on medical image retrieval in DCT compressed 
domain. Firstly, we acquire the DCT coefficients by partly decompression and get a multi 
resolution image, then, we segment medical image’s ROI, after that, we do gray-level 
transformation and morphological processing to acquire a shape binary image of ROI, lastly we 
adopt Hu invariant moments to extract shape feature vectors and measure the similarity by 
weighted Euclidean distance. The flow chart of our algorithm is shown in Figure 1. 

 

 
Figure 1.  Flow Chart of Proposed Medical Image Retrieval System  

 
 
2. Research Method 

To explain what is DCT compressed domain image retrieval clearly, we draw a 
schematic diagram which is shown as Figure 2. 

 

 
Figure 2. Flow Chart of JPEG Image Decompression 

 
 
The decompression procedure of JPEG compressed image can be shown as Figure 2. 

Extracting features at position 1 is the retrieval in non- decompression situation, this kind of 
retrieval is hard to achieve. Extracting features at position 2 or 3 is the retrieval in the partly 
compressing situation. Extracting features at position 0 is pixel domain based image retrieval or 
general content based image retrieval [6]. 

 
2.1. Reorganization of  DCT  Coefficients 

In this work, we acquire the DCT coefficients of the image by partly decompression, 
which is entropy decoding and de-quantizing to the JPEG image. See Figure 2, our DCT 
coefficients is acquired at position 3.  
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After getting DCT coefficients, the multi-resolution character can be constructed by 
referring to 3 scale wavelet decomposition. Figure 3 indicates an 8*8 image block of 3 scale 
wavelet decomposition and DCT coefficients divison.  

 

 
Figure 3. Divide DCT Coefficients Referring to 3 Scale Wavelet Decomposition 

 
 

From Figure 3, we can see that we segment all DCT coefficients in an image into 
several 8*8 pixel image blocks, then, divide DCT coefficients in per 8*8 blocks into 10 areas just 
like 10 sub-bands of 3 scale wavelet decomposition: B4, B3-1, B3-2, … B1-3, the number of 
coefficients are 1, 4, 16 respectively [12]. 

 
 

 
 

Figure 4. Reorganize DCT Coefficients of an Image 
 

 

 
(a) An original stomach image         (b) Multi-resolution image of (a) 

 
Figure 5. A Stomach Image and its Multi-resolution Image 

 
 

Refer to Figure 3 and Figure 4, the next step is to get together the areas which are in the same 
position of each 8*8 image block. Namely, gather all B4 areas together as area A4, organize all 
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B3-1 areas together into area A3-1, …… , organize all B1-3 areas into area A1-3. After 
reorganizing DCT coefficients, the multi-resolution character of DCT compressed domain has 
been constructed and a multi-resolution image is obtained. Thus, A4 is the DC part of the 
image, Area A3 and A2 represent the low frequency components, the coefficients in A1 belong 
to high frequency of the image. For example, Figure 5(a) is an original stomach image, its multi-
resolution image is shown in Figure 5(b).   

From Figure 5(b) one can see that A4 area is a thumbnail of the whole image and 
represents the general visage. Area A1 has weak representability on original image, because it 
represents the subtle variety of the image content [15]. Coefficients in areas A3 and A2 
represent the basic variety of the image content. We observed that areas A2 and A3 have 
stronger expressive ability on the shape of image ROI. Therefore, we choose A2 and A3 as the 
important areas for shape features extracting.   

 
2.2. ROI Shape Features Extraction  
a. ROI segmentation  

In medical imaging applications, we are usually interested only in a certain area of an 
image, for example, an organ or a location of physiological structure, we call this kind of region 
as Region of Interest (ROI). The performance of ROI segmentation influences the effect of 
medical image retrieval, identification or classification. 

To introduce the ROI segmentation method proposed in this work, take the area A2 in 
multi-resolution image as an example (area A3 will be processed in the same way). We 
combine area A2-1, A2-2, A2-3 into one area. The method can be described as: let (a, b) 
denotes the coordinate of the pixel; at the same coordinate point, A2-1, A2-2, A2-3 have a pixel 
value respectively. Comparing the 3 values, we can get the maximum value. By finding the 
maximum pixel values at all coordinate points and gathering them together, a new image block 
A2 (a, b) whose size is equal to A2-1 can be acquired. Figure 6 shows the A2 (a, b) image block 
of area A2 in a stomach multi-resolution image. 

Formula 1 shows the construction and the expression of A2 (a, b) . 
 
A2 (a, b) =max {A2-1 (a, b), A2-2 (a, b), A2-3 (a, b)}                                      (1) 
 
 

 
Figure 6. A2 (a, b) Image Block of Area A2 

 
 

We investigated that the background of medical images usually is monotone. In most 
situations, the gray level distribution in the 4 corners of the medical image can represent the 
gray level distribution of the whole background. We also find pixel values are very close to each 
other among the background, these values are quite small and not equal to 0. According to this 
character, we use the following method to segment ROI from the A2 (a, b) image block: 

(1) From each corner of A2 (a, b) image, a square area of 10*10 pixels is taken out.  
(2) Convert gray level 0 to 255 into 85 gray units, that is, [0,1,2,3), [3,4,5,6), [6,7,8,9), 

……, [252,253,254,255), it means that the interval between gray unit is 3 gray levels. 
(3) For all pixels of the 4 square areas, distribute them into the 85 gray units according 

to their gray levels. Then find the gray unit which contains the most pixels and take the maximal 
value of the gray unit as threshold T. 

(4) To all pixels in A2 (a, b), set pixel values which are greater than T to value 1, set 
pixel values which are equal or less than T to value 0. 

After the above process, ROI image can be obtained shown as Figure 7. 
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Figure 7. ROI Segmentation of Stomach Image 

 
 

b. Morphological processing 
Note that while segmenting the ROI, some over-segmentation and punctuate noise will 

happen (see Figure 7). To make the final shape binary image clearer, morphological processing 
is carried out. Take Figure 7 as an example, the first step is applying close-operation to shape 
binary ROI image I1 and obtaining image I2. The purpose of this operation is to fill up gaps in 
the contour, and make non-continuous edge continue. Then fill the holes in I2 to wipe off 
cavities. After filling process, image I3 is generated. Lastly, opening operation is conducted to I3 
and final shape binary image I4 is obtained. Opening operation can not only smooth the edge 
but also wipe off punctuate noise. The morphological processing procedure is shown in  
Figure 8. 
 

 
Figure 8. Morphological Processing of the ROI Image 

 
 
c. Feature vector extraction  

On the basis of the final shape binary image (see I4 in Figure 8), we extract shape 
features by Hu invariant moments. To construct the invariants, the basic terms are defined. 

To image f (x, y), the moment of order (p+q) is defined as Formula 2: 
 

  , 1, 2,,p q
pq

x y

p qm x y f x y                                                       (2) 

 
Its corresponding central moments are defined as Formula 3: 
 

      , 0,1,2,,
p q

pq
x y

p qx x y y f x y                                            (3) 

Where:  
          

 
    
            The normalized central moments of order (p+q) are denoted as Formula 4: 
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Hu constructed 7 invariant moments using normalized moments of order 2 and central 
moments of order 3, which are shown as formula 6 and formula 7. Hu invariant moments 
describes shape features of image content and has the advantage of invariant to translation, 
rotation, and scale change [16]. 
 

   
   
     

      
     

1 20 02

2 2
2 20 02 11

2 2

3 30 12 21 03

2 2

4 30 12 21 03

5 30 12 30 12 21 03 21 03

2 2

6 20 02 30 12 21 03 11 30 12 21 03

7 21 03 30 12 12 30 21 03

( ) 4

3 3

3 3

( ) 4

3 3

x y

x

I

I

I

I

I I I

I

I I I

 
  

   

   

       

          

       

 
  

 

  

   

   

     

       

      y














              

(6) 

 
Where: 
 

   
   

2 2

30 12 21 03

2 2

30 12 21 03

3

3

x

y

I

I

   

   






   

   
      (7) 

 
Using Hu invariant moments to extract features from the shape binary image of ROI, we 

can get feature vectors. Then we do Gaussian normalization to get the normalized feature 
vector whose inside components have the same weight. 
 
2.3. Similarity Measurement  

After feature extraction, Euclidean distance between the query image and images in the 
database is used to measure the similarity in our system. 
 

  
2

1

( , ) ( )
n

i i
i

L X Y x y

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                                                                            (8) 

   
In Formula 8, L(X, Y) is the Euclidean distance between two feature vectors X and Y,  xi  

and yi  stands for the No. i component in X and Y.  
As discussed in section 2.1 we extracted shape features of ROI from both A2 and A3 

area. We firstly calculate the Euclidean distances between the query and database for these 
two areas respectively (noted as LA2 and LA3). Based on the ability to describe shape features 
of A2 and A3 areas, we use a weighting method to get the final distance L. The formula of 
distance calculation is shown in Formula 9. Where, the weighting factors 0.4 and 0.6 are chosen 
by plenty of experiments. 
 

2 30.4* 0.6*A AL L L                                                                               (9) 
     
 

3.  Retrieval Experiments and Discussion 
The proposed algorithm has been implemented in the Matlab 2010 platform. Our 

database contains 1000 medical CT images of the JPEG format. Some examples in this 
database are shown in Figure 9. All images are preprocessed into the same size 300*256. 

The database consists of different organs, body parts and imaging angle. A few images 
are obtained by means of translation, rotation, and scale change from the original images. 
According to the shape of image content, these CT images were divided into 10 categories 
shown as Figure 10. 
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Figure 9. Examples of the Medical Image Database 

 
 

 
 

Figure 10. Example Images of the 10 Categories 
 
 
3.1.  Medical Image Retrieval  

Two query images are used here randomly to illustrate the retrieval performance of our 
algorithm as shown in Figure 11. 

An image from category ③ is taken as query image, the retrieval results is given in 
Figure 11(a).  Another query image is coming from category ⑨ and Figure 11(b) shows the 
retrieval results. 

 
 

 
 

Figure 11. Two Retrieval Results using our Algorithm 
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3.2. Precision and Recall  
Most common evaluation measures used in image retrieval are precision and recall 

[17]. We randomly take 3 images from each category as query images, namely, 30 images are 
taken from the 1000 images to do 30 times retrievals. For each query image we take down the 
precision value when the recall is respectively 10%, 20%, 30%, …… ,100%. Average precision 
values at each point of the 10 recall ratios for each category are shown in Table 1.  

 
 

       Table 1. Average Precision of 10 Recall Ratios for Each Category 

 
 

 
To evaluate the overall system retrieval performance, we compute the average 

precision value at each point of the 10 recall ratios for all the 30 images to get an average PR 
curve as shown in Figure 12. In the same way, the CRH-DCT algorithm’s average PR curve is 
acquired and also is shown in Figure 12. 

 
 

 
 

Figure 12. Average PR Curves of our Algorithm and CRH-DCT Algorithm 
 
 

3.3. Discussion 
    Observing from Figure 11, all the images appear in the results is the same shape 

category with the query images. We noticed those images, which have the similar shape but 
have different positions, different scale and rotation angle with the query, also appear in the 
retrieval results. It is because that the Hu invariant moments has the advantage of invariant to 
translation, rotation, and scale change. In Figure 11, when query image is a brain image, 20 
brain images are obtained in the retrieval result. But they have a different texture inside. If we 
want to distinguish different kinds of brain images, we should take texture as features to do 
further retrieval. 
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We use the average PR curve to evaluate the retrieval performance of our algorithm in 
depth. Table 1 shows that category 6 has the best retrieval performance, while category 2 has 
the lowest one. According to Figure 12, the average PR curve of our algorithm is obviously 
higher than the average PR curve of the CRH-DCT algorithm. Figure 12 also shows that our 
algorithm has a good retrieval capability in overall for medical CT images. 
 
 
4. Conclusion 

This work researched on medical image retrieval in the DCT compressed domain. After 
acquiring the multi-resolution image and segmenting the ROI of medical image, shape features 
were directly extracted in the DCT domain. To deal with the different effect of the DCT 
coefficients areas, we exploit the weighting method to measure the similarity. The experimental 
results show that our algorithm has a good retrieval capability for medical CT images. But if we 
need more elaborate retrieval, we should further pay attention to texture features. 
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