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 The most popular cryptocurrency used worldwide is bitcoin. Many everyday 

folks and investors are now investing in bitcoin. However, it becomes quite 

difficult to evaluate or foresee the price of bitcoin. The price of bitcoin is 

extremely difficult to forecast due to its swings. By this point, machine 

learning has developed a number of models to examine the price behaviour of 

bitcoin using time series data. The digital money, a different type of payment 

developed utilising encryption methods, is difficult to forecast. By utilising 

encryption technology, cryptocurrencies may act as both a medium of 

exchange and a virtual accounting system. To estimate the values of a future 

time sequence, this work introduces a deep learning-based technique for time 

series forecasting that treats the current data as time series and extracts the key 

traits of the past. To overcome the shortcomings of conventional production 

forecasting, three algorithms-auto-regressive integrated moving averages 

(ARIMA), long-short-term memory (LSTM) network, and FB-prophet-were 

investigated and contrasted. We compared the models using historical bitcoin 

data of past eight years, from 2012 to 2020. The “FB-prophet” model, which 

is significant, catches variation that might draw attention and avert possible 

problems. 
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1. INTRODUCTION 

The cost-effectiveness of machine learning (ML) techniques enables us to maximise the value from 

enormous datasets produced by stock market price, financial exchange, and production. Second, operators are 

guided by ML algorithms that classify data, do linear regression, and use increasingly sophisticated neural 

network to examine the effect of geologic variety and operational factors [1], [2]. Given that deep learning and 

machine learning are frequently used synonymously, it is important to understand their differences. Neural 

network, deep learning, and machine learning are all branches of artificial intelligence [3], [4]. However, neural 

networks are the sub-field of deep learning, which itself is a field related to machine leaning. Some ML models 

outperform physical and empirical models in terms of prediction accuracy because they are more effective at 

identifying intricate and hidden patterns in data. Due to the past variations, time series forecasting is specifically 

used in bitcoin prediction. Supervised learning and unsupervised learning are the two types of utilised machine 

learning techniques in both production and exploration. For supervised learning, a labelled training dataset that 

includes both an output variable (xi) and one or more input characteristics (Xi) for each sample is required (yi). 

An algorithm initially learns how to translates these input-output pairs in order to predict the test (unseen) 

dataset with comparable properties. The supervised learning categories include: i) a regression issue, such as 

https://creativecommons.org/licenses/by-sa/4.0/
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one using artificial neural network (ANN), linear regression, or support vector machine (SVM) regression. As 

opposed to independent values without temporal ordering, Time series machine learning generates a string of 

time-dependent values as its result, setting it apart from traditional regression-based ML as well as and ii) 

classification issues, including those involving logistic regression, SVM classification, random Forest 

classification, and gradient boosting machines (GBM) [5], [6]. In this paper the dataset is taken from github 

competition to forecast the model that is best for prediction. Here, the use of the prediction algorithms FB-

prophet, long-short-term memory (LSTM), and auto-regressive integrated moving averages (ARIMA) 

demonstrates that FB-prophet and LSTM performs better than ARIMA. 

 

 

2. RESEARCH METHOD 

The implementation of financial operations has been significantly altered by the computerization of 

financial activities, connections through the internet, and support of associated software. The manner the 

activities are conducted has undergone a significant transformation [7]. The stock market is unpredictable and 

chaotic, making it difficult to anticipate even for those who have worked in the sector for a long time. Because 

of this, it is challenging to accurately estimate the market environment for the future. The key to improving 

data processing, analysis, and visualisation in the financial situation is to use machine learning and deep 

learning approaches. These algorithms typically analyse the data, find a pattern in the bitcoin prices from earlier 

years, extrapolate the trend, and provide the user with projected future bitcoin forecasting data. FB-prophet 

model can compete reasonably well with emerging forecasting techniques in short-term prediction [8]–[10]. 

So, first thing, what influences the bitcon (BTC) value is taken into account. 

Two phases make up the project: the first entails analysing and recognising everyday patterns in the 

bitcoin market while obtaining information. The data sets are made up of several elements related to the bitcoin 

price and payment network throughout an eight-year period of daily recordings. The second entails properly 

predicting the direction of daily price movement using the facts at hand. 

This study examines user feedback in online forums to forecast cryptocurrency transactions. The 

prices were expected to fluctuate at a modest cost. The technique employed authorised purchasing digital 

currencies and provided details on factors affecting user choices. Additionally, the simulated investment 

showed that the techniques used can be used when trading cryptocurrencies [11]. Number of issues discussed 

about the performance, comparisons of machine learning algorithms for cryptocurrency. Samin-Al-Wasee et al. [12], 

concentrations on the reasonable effectiveness of six cryptocurrencies’ machine learning systems. First, six 

prominent cryptocurrencies have been discussed in the examination of cryptocurrencies: bitcoin, ethereum, 

litecoin, nem, ripple, and stellar. The long-short term memory networks were used to a significant financial 

market prediction assignment on the S&P 500, there is no statistical analysis are done in previous; here we 

discussed the comparisons along with the statistical analysis of each model [13]. 

 

2.1.  Autoregressive integrated moving average 

The autoregressive and moving average (ARMA) model is a crucial tool for time series analysis. The 

contributions of Yule, Slutsky, Walker, and Yaglom helped to develop the ideas of auto-regressive (AR) and 

moving average (MA) models. ARMA model is the foundation of ARIMA. The stagnant information before 

processing it. The ARIMA procedure’s broad transfer function model. When additional time series are included 

as input variables for an ARIMA model, it is frequently referred to as an autoregressive integrated moving 

average with explanatory variable (ARIMAX) model [14], [15]. The ARIMAX model is referred to as dynamic 

regression by Jay et al. [16]. The identification, parameter estimation, and forecasting of univariate time series 

models may be done with a lot of flexibility using the ARIMA process. Since ARIMA produces more accurate 

findings than straight forecasting, it is a preferable strategy. However, if one cannot determine the effectiveness 

of the outcome, then just forecasting will be ineffective [17]–[19]. Thus, our current focus is on identifying the 

ARIMA model, LSTM, and FB-prophet that is both accurate and effective. It works best when the data exhibits 

a steady or consistent trend over time and has few outliers [20], [21]. According to (1), it contains the most 

recent observation of a time series of interest to signify the order of the AR and MA terms: 

 

yt=α0+∑ 𝛼𝑖𝑦𝑡−1
𝑝
𝑖=1 + ∑ 𝛽𝑗𝜀𝑡−𝑗

𝑞
𝑗=0  (1) 

 

where yt=the most recent observation of an interesting time series 𝑦𝑡−1(i=1, 2, …, p)=past annotations and 𝜀𝑡−𝑗 

(j=0, 1, 2, …, q)=random mistakes with a finite variance and a zero mean. The bayesian information criterion 

(BIC) rule chooses the order of the AR and MA terms, which are denoted by p and q, respectively. 
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2.2.  Long short-term memory 

The financial time series’ one-step-ahead projection requires both the most recent and older data.  

The recurrent neural network (RNN) model offers benefit in trade with long-term reliance issues because of 

the self-feedback method of the hidden layer, however there are challenges in practical implementation.  

In 1997, sepp hochreiter and jurgen schmidhuber presented the LSTM model as a solution to the gradient 

disappearance of RNN problems. More recently, graves enhanced and popularised the LSTM model.  

A memory cell that holds data and is updated by three unique gates-the input gates, the forget gate, and the 

output gate-makes up an LSTM unit. Long-term and short-term memory is referred to as LSTM. It is a model 

or design that makes recurrent neural networks’ memory larger. Recurrent neural networks often contain “short 

term memory” using persistent prior knowledge to inform the present neural network [22], [23]. According to 

Figure 1, it is a modified RNN designed to make it easier to remember previously stored information.  

The RNN vanishing gradient problem is resolved with it. In LSTM networks, layers connect memory blocks, 

which take the place of neurons [24]. Back propagation is used for training. Three gates are present in LSTM 

networks. A diagrammatic representation of the gates is shown Figure 1. 

 

 

 
 

Figure 1. Structure of LSTM 

 

 

2.3.  FB-prophet 

In order to accommodate non-linear patterns with periodicity that occur annually, monthly, daily, on 

weekends, and during vacations, FB-prophet utilises an additive model to forecast time series data. It works 

well with substantially annual time series and historical data from several seasons. Prophet is robust to 

incomplete information and swings in the trend and can generally tolerate outliers. The Facebook core data 

science team has just released prophet, a brand-new method for predicting time series data [25], [26]. It makes 

it possible to use Python 3 to scale up automated forecasting processes that are currently built in R. The research 

team at Facebook has developed prophet, a new library that makes predicting simpler to use. According to 

what i’ve read, it’s uncommon to find analysts that can create high-quality predicting data [27]. This is one of 

the reasons Facebook's research team discovered an easy way to employ sophisticated principles for time series 

forecasting, and since this library leverages the scikit-learn API, Python users can readily relate to it. We can 

check out the prophet blog to learn more. The fundamental objective of the prophet team is to make it simpler 

for both specialists and non-experts to produce high-caliber forecasts that keep up with demand [28].  

The Facebook prophet model, an open-source time-series database model generation method that incorporates 

some traditional concepts with some modern modifications. Particularly well suited for time series modelling. 

Exponential smoothing in the holt-winters technique uses the similar strategy of modelling seasonality as an 

additive component: 

 

𝑌(𝑡) = 𝑔(𝑡) + 𝑠(𝑡) + ℎ(𝑡) + 𝑒𝑡 (2) 

 

according to (2), g(t) is the growth function which discovers changes in time series data, s(t) is the seasonality 

function, h(t) is the holiday information and 𝑒𝑡 is the error rate. Prophet is attempting to appropriate for both 

linear and non-linear time functions as apparatuses while using time as a regressor. 

 

 

3. PROPOSED MODEL 

Figure 2, shows the lag plots of BTC dataset. A lag plot determines whether or not a set of data or a 

time series is random. On the lag plot, random data shouldn’t show any discernible structure. The lag plot’s 
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non-random structure suggests that the original data are not random. Figure 3, depicts the full research’s 

implementation procedure. The BTC dataset have eight number of columns they are; timestamp, open, high, 

low, close, volume, volume_(currency), and weighted_price. First of all, the timestamp is converted in to 

particular date and time format. Some null values are present in the dataset, these null values are imputed by 

using interpolation method. After filling values, the final dataset is prepared which is in the form of time series. 

The newly prepared dataset is now ready to feed by the models. The RMSE score for all three model is 

calculated and the comparison shows the efficient prediction model. Data cleansing, aggregation, and pricing 

computation are all done as part of data processing. The data is then prepared for time-series analysis and the 

prices of bitcoin are combined into a single dataframe. As demand and supply are taken into account when 

setting prices, it was noticed that accurate bitcoin values were not always simple to locate. Three of the largest 

exchanges for bitcoin include bitstamp, coinbase, and itbit. From these three, price information was retrieved, 

and on the basis of their “weighted price,” all four pricing values were then integrated into a single dataframe [29]. 

After getting the final dataframe we run through our models then we evaluate the efficient model on the basis of 

their RMSE score. 

 

 

 
 

Figure 2. Lag plots of BTC data 

 

 

 
 

Figure 3. Complete workflow diagram 
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4. RESULTS AND DISCUSSION 

This section illustrates the graphical representation of result and analysis on test dataset. Figure 4, 

shows the ARIMA predicted BTC price, where months and sample price rate taken in the x and y axis.  

Figure 5, depicts the LSTM predicted BTC price and similarly in Figure 6, shows the FB-prophet predicted 

BTC price. The test data is taken from the month of January 2020 to September 2020 in this dataset. 

 

 

 
 

Figure 4. ARIMA predicted BTC price 

 

 

 
 

Figure 5. LSTM predicted BTC price 

 

 

 
 

Figure 6. FB-prophet predicted BTC price 
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According to Table 1 we observed that the RMSE value of ARIMA is 2462.499, similarly the value 

for LSTM and FB-prophet is 421.292 and 322.599. This shows that the error in FB-prophet is minimal as 

compared to ARIMA and LSTM. We can conclude that FB-prophet outperformed both ARIMA and LSTM. 

Figure 7 shows the graphical representation of result with minimized RMSE value, here as per the result we 

getting the FB-prophet model is the most efficient model for forecasting the BTC price. Here in this Figure 7 

deep learning models taken in the x-axis and the RMSE value of models taken in the y-axis. 

 

 

Table 1. RMSE, MAE values of models 
Model name RMSE value MAE value 

ARIMA 2462.499 2126.062 

LSTM 421.292 177486.955 

FB-prophet 322.599 229.254 

 

 

 
 

Figure 7. RMSE result of three models in bar diagram 

 

 

5. CONCLUSION 

The conclusion is based on the supplied dataset and the method. The share market is extremely volatile 

as a result of a number of reasons, including the present economic climate, the business environment, various 

physical and physiological elements, as well as prior patterns. However, the results may vary depending on the 

market, the time period under consideration, and the currencies taken into account for the forecast. The study’s 

results are therefore arbitrary. Due to the production unpredictability in the past, we used time series 

forecasting. Through a self-learning process, deep learning algorithms are able to recognize and take advantage 

of the relationships and patterns present in a data set. Deep learning models can accurately represent this sort 

of data and provide a solid forecast by examining the relationships and hidden patterns within the data, unlike 

conventional methods. Different deep learning models are being used for multivariate time series analysis. 

When comparing the RMSE values of the three models, it was discovered that FB-prophet had the lowest 

RMSE value and that LSTM had the closest second place in terms of time series prediction, even if their 

operational methods are not entirely equivalent. The models might be trained for a short-term prediction and 

little dataset as a potential future extension. This analysis may be expanded further to forecast the performance 

of bitcoin using different machine learning models. 
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