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Abstract 
For the orthogonal direction algorithm, the iteration direction is the direction vector, and the 

iteration error of the adaptive filter is caused by the input vector. These two directions are not the same 
one, which leads to more deviation for the iteration error. In this paper, an orthogonal direction algorithm 
using direction error is presented to settle this problem, which the iteration error is caused by the iteration 
direction. By setting the weight error to be zero in the direction vector, the optimal step-size is obtained, 
which improves the adaptive filtering convergence rate. 
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1. Introduction 

The adaptive filtering techniques are widely used in noise and echo cancellation, 
equalization, and beam forming. A very popular algorithm is the normalized least mean square 
(NLMS) algorithm [1], which is computationally very simple. But, for highly colored input signals, 
this algorithm suffers from slow convergence. Over the past three decades, computationally 
efficient, rapidly converging adaptive filtering algorithms have been proposed to ameliorate this 
problem. For example, from the geometric viewpoint of affine subspace projections, the affine 
projection (AP) algorithm was discovered [2]. The orthogonal direction (OD) was proposed 
based on the definition of the direction vector [3]. The NLMS with orthogonal correction factors 
(NLMS-OCF) was proposed based on the idea that the best improvement in weights occurs if 
successive input vectors are orthogonal to each other [4]. But for these algorithms, the iteration 
direction and the direction that causes the iteration error are not the same one, which reduce 
the adaptive filtering convergence rate.  

In order to improve the adaptive filtering convergence, a developed AP algorithm was 
introduced based on the concept of reuse time of the current input vector [5]. In [6], an AP 
algorithm with exponential smoothing factor was shown using a variable step-size. An AP 
algorithm with the variable regularization factor was proposed in [7]. An AP algorithm that 
automatically determined its projection order was presented using the evolutionary method [8]. 
The affine projection using regressive estimated error was introduced in [9, 10] by redefining the 
iteration error of the AP algorithm, and its convergence behavior was also analyzed. 

The iteration error of the OD algorithm is caused by the input vector, however this 
algorithm applies updates to the weights in the direction vector, and these two directions are not 
the same. In order to solve the problem, by analyzing the iteration error in the iteration direction 
of the adaptive filtering, an orthogonal direction using direction error (OD-DE) algorithm is 
proposed in this paper. Under a measurement noise free condition, the iteration error is directly 
caused by the direction vector which is also the iteration direction of the adaptive filter. Also, the 
optimal step-size is obtained by setting the weight error to be zero in the direction vector, which 
improves the adaptive filtering convergence performance. 

 
 

2. OD Algorithm 
Figure 1 show an adaptive filter used in the system identification mode. The wide 

sense stationary input process nx , which is zero-mean, and the measured output nd , possibly 
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contaminated with the measurement noise ne , is measurable. The measurement noise is zero 

mean white noise. The input process is converted into input vectors nx , via a tapped delay line, 

and are defined as: 
  

1 1

T

n n n n Nx x xx - - +
é ù= ë ûL   (1) 

 
 

 
 

Figure 1. Adaptive System Identification Scenario 
 
 

The objective is to estimate an N -dimensional weight vector nw  using the most recent 

input vectors available at the thn  instant. The weight vector is adjusted so that the estimated 

output
 

ˆ
nd
 
is as close as possible to the measured output nd  in the mean-square error (MSE) 

sense. And the output error is defined as: 
  

ˆ
n n ne d d= -   (2) 

 
Where, 
 

ˆ T
n n nd w x=   (3) 

 
The adaptive filter implements the OD algorithm updates of the weight vector [3], as 

follows: 
 

1
n

n n nT
n n

e
φ

w w
φ φ

m+ = +   (4) 

 

Where   is the step-size, and it is used to control the adaptive filtering performance. nφ  is the 

direction vector, which is defined as: 
 

1
ˆ ˆ

n n n nφ x Z b-= -
 
  (5) 

 

and the vector ˆ
nb  is given as: 

 
1

1 1 1
ˆ ˆ ˆ ˆT T

n n n n nb Z Z Z x
-

- - -
é ù= ê úë û  

  (6) 

 

The input matrix nX  
is defined as follows: 
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 [ ]1 1 2
ˆ

n n n n mZ φ φ φ- - - -= L
 
 (7) 

 

And the initial values is given as [ ]0Ẑ 0 0 0= L . 

In order to analyze the OD algorithm, supposes that there exists a true adaptive filter 

weight vector 0w  of dimension N  such that the corresponding measured output nd  can be 

written as: 
 

0T
n n nd w x e= +   (8) 

 
Based on (2), (3) and (8), the corresponding output error signal can be rewritten as: 
 

T
n n n ne w x e= +%   (9) 

 

Where nw%  is the weight error at the nth instant, and it is defined as: 

 
0

n nw w w= -%   (10) 

 
From (9), it can be concluded that, at the nth instant, the iteration error is caused by 

the input vector nx  for the OD algorithm. But from (4), we find that the iteration direction is the 

direction vector nφ , these two directions are not the same one, which leads to more deviation 

for the iteration error. In order to improve the adaptive filtering convergence, an OD-DE 
algorithm will give in the next section. Under the measurement noise free condition, the iteration 
direction and the direction that causes the iteration error are both the direction vector, i.e. these 
two direction are the same one.  

 
 

3. OD-DE Algorithm 
Combining (4) and (10), the adaptation equation in error form for the OD algorithm is 

obtained as: 
 

1
n

n n nT
n n

e
φ

w w
φ φ

m+ = -% %   (11) 

 

Pre-multiplication of (11) by T
nφ  and 1

ˆ T
nZ -  respectively, using the results 1

ˆ 0T
n nφ Z - =  [3], we 

have: 
 

1
T T
n n n n neφ w φ w m+ = -% %   (12a) 

 

1 1 1
ˆ ˆT T

n n n nZ w Z w- + -=% %   (12b) 

 
From (7) and (12b), we have: 
 

1

1 1 1

2 1 2 2

1 2 1 1

1

2

1

T T
n n n n

T T
n n n n

T T
n n n n

T T
n m n m n m n m

m

m

m

φ w φ w

φ w φ w

φ w φ w

φ w φ w

d d

t t

k k

g g

d

t

k

g

- + -

- - - - -

- - - - - -

- - + - + - - + - +

= ;  1 £ £

= ;  1 £ £ -   

= ;  1 £ £ -

= ;  =

% %

% %

% %

M

% %

  (13) 
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Based on (13), we obtain: 
 

1 2 1 2 1 1
T T T T T T
n n n m n n n n n n m n mφ φ φ w φ w φ w φ w- - - - - - - - +

é ù é ù=ê ú ê úë û ë û% % % %L L  (14) 

 
Using (12a) into (14), yields: 
 

1 2

1 1 1 2 2 2

T T T
n n n m n

T T T
n n n n n n n m n m n me e e

φ φ φ w

φ w φ w φ wm m m

- - -

- - - - - - - - -

é ù =ê úë û
é ù           - - -ê úë û

%L

% % %L
 (15) 

 
In order to improve the adaptive filtering performance, the iteration error should cause 

by the direction that updates the weight. Thus, the iteration error is redefined as: 
 

ˆ T
n n ne w φ= %   (16) 

 
Based on (16), (15) can be rewritten as: 
 

[ ]
1 2

1 1 2 2ˆ ˆ ˆ

T T T
n n n m n

n n n n n m n me e e e e e

φ φ φ w

m m m

- - -

- - - - - -

é ù =ê úë û
           - - -

%L

L
 (17) 

 
From (5), (7) and (16), we have: 
 

1 2
ˆˆ T T T T

n n n n n n n n n m ne w x w φ w φ w φ b- - -
é ù= - ê úë û% % % %L  (18) 

 
Using (17) into (18), yields: 
 

[ ]1 1 2 2
ˆˆ ˆ ˆ ˆT

n n n n n n n n m n m ne e e e e e ew x b% Lm m m- - - - - -= - - - -  (19) 

 
But in the actual system, the measurement noise needs to be considered. Thus, from 

(9), the iteration error of the adaptive filtering is approximate as: 
  

[ ]1 1 2 2
ˆˆ ˆ ˆ ˆ=n n n n n n n m n m ne e e e e e e e bLm m m- - - - - -- - - -  (20) 

 
So the new update for the OD-DE algorithm is given by: 
 

1 ˆn
n n nT

n n

e
φ

w w
φ φ

m+ = +   (21) 

 
Thus, (2), (5), (6), (7), (20) and (21), in the specified order, constitute the OD-DE 

algorithm. From (16) and (21), we find that, under the measurement noise free condition, the 

iteration error ˆne  is caused by the direction vector, which is also the weight update direction for 

the OD-DE algorithm. Thus, by redefining the iteration error, the OD-DE algorithm should 
improve the adaptive filtering convergence performance. 

Since the past  1m  direction vectors are orthogonal each other, the inverse of the 

matrix 1 1
ˆ ˆT

n nZ Z- -  can be rewritten as [3]: 

 
1

1 1
1 1 2 2

1 1 1ˆ ˆT
n n T T T

n n n n n m n m

diagZ Z
φ φ φ φ φ φ

-

- -
- - - - - -

é ù
é ù ê ú=ê ú ê úë û

ë û
L  

 (22) 
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So based on (22), the OD-DE algorithm avoids computing the inverse of the matrix, and 
improves the computation accuracy. 

 
 

4. Optimal Step-size 
In order to obtain the optimal step-size for the OD-DE algorithm, we use the variable 

step-size nm  to replace the fixed step-size m, and we have: 

 

1 ˆn
n n n nT

n n

e
φ

w w
φ φ

m+ = +   (23) 

 

Suppose at  1 thn   instant, the optimal step-size nm  set the weight error to be zero at the 

direction vector. Thus, from (12a), the optimal step-size nm  is obtained as: 

 

,

T
n n

n opt
ne

φ w
m =

%
  (24) 

 
Based on the same reasoning process from (12) to (20), we have: 
 

1 1, 1 2 2, 2 ,

ˆ =

ˆˆ ˆ ˆ   =

T
n n n

n n n opt n n n opt n n m n m opt n m n

e

e e e e e e e

φ w

bm m m- - - - - - - - -
é ù- - - -ê úë û

%

L
 (25) 

 
From (24) and (25), the optimal step-size can be obtained as: 
 

1 1, 1 2 2, 2 ,

,

ˆˆ ˆ ˆ
1

n n opt n n n opt n n m n m opt n m n

n opt
n

e e e e e e

e

bm m m
m

- - - - - - - - -
é ù- - -ê úë û= -

L
 (26) 

 
Thus, (2), (5), (6), (7), (23), (25) and (26), in the specified order, constitute the OD-DE algorithm 
with the optimal step-size. 
 
 
5. Simulation Results 

In this section, we show the MSE learning curves from simulations with the optimal 

step-size OD-DE algorithm. The initial estimate for the weights
 
is 0 0=w . The system to be 

identified has a 32-point long impulse with a signal-to-noise ratio 60dB. The simulation results 
shown are obtained by ensemble averaging over 100 independent trials for each experiment. 

The initial value for the optimal step-size 0,optm  is 0.2. The true adaptive filter weight 0w  is 

chosen to be the maximum entropy vector, i.e. equal weight is given to each of the eigen-
directions: 

 
0w 1=   (27) 

 
where 1  is a vector of all 1’s. 

Case 1: Consider an ARMA (1, 2) input signal given by 1 10.5 0.75n n n ny z z y     

with nz
 
zero-mean white Gaussian noise. We use the parameter 2m = . Figure 2 gives the 

learning curves of the MSE for the optimal step-size OD-DE algorithm. We observe that the 
proposed algorithm improves the convergence rate. 
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Figure 2. Learning Curves for the Proposed Algorithm with ARMA (1, 2) Input 
 
 

Case 2: The input is an ARMA (1, 3) signal given by 

1 3 10.95 0.72 0.5 0.95n n n n ny z z z y      . We use the parameter 3m = . The MSE 

behavior predicted by the optimal step-size OD-DE algorithm is shown in Figure 3. It can be 
conclude that the proposed algorithm improves the adaptive filtering performance.  

 

 
 

Figure 3. Learning Curves for the Proposed Algorithm with ARMA (1, 3) Input 
 
 

6. Conclusion 
The iteration direction of the OD algorithm is the direction vector, but the iteration error 

is caused by the input vector, these two directions are not the same one. In this paper, the OD-
DE algorithm is presented to solve this problem. Under the measurement noise free condition, 
the iteration direction and the direction that causes the iteration error are both the direction 

vector nφ , these two directions are the same one. Also, by setting the weight error to be zero in 

the direction vector nφ , the optimal step-size is obtained for the OD-DE algorithm, which 

improves the adaptive filtering convergence performance.  
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