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 Over the last several years, artificial intelligence (AI) has been substantially 

utilized in image processing and classification. Several tools are accessible for 

visualizing, training, and pre-processing image data. One such tool is orange, 

which has several pre-processing modules and a particular add-on for image 

processing methods in addition to excellent data visualization. The tool 

(version 3.32.0) was used in the suggested study to give a comparative and 

predictive analysis using several classification models. Three main models 

have been used to train and predict the three groups image eye diseases. The 

results were compared based on some criteria, including area-under-a-curve 

(AUC), the accuracy of classification (CA), F1 score, precision, and recall. 

These models include K-nearest neighbour (KNN), logistic regression (LR), 

artificial neural networks (ANN) and stacking model. The stacking model, 

which is a novel model, is also presented in this work by concatenating the 

output of the parallel form of ANN and KNN models with the LR model. The 

best performance belonged to the Stacking model, which offers the best 

detection and prediction results. 
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1. INTRODUCTION  

The classification of images has emerged as a leading research image in a variety of fields. Optical 

wireless communication (OWC) is an the classification of images has emerged as a leading research image in 

a variety of fields, including data mining [1], computer vision, and medical image analysis However, most 

photographs are unstructured data that must be converted into a structured format before being processed 

effectively [2]. Therefore, it is helpful to extract significant characteristics of the photos that various artificial 

intelligence (AI) approaches may be employed for classification of the image [2]. Also, more billion of 

photographs accessible on the internet could be readily gathered, and various data mining software may be 

utilized to apply AI approaches for categorizing the images appropriately [3]. 

The subfields of AI such as deep learning and machine learning require extracting features from data 

and then using those characteristics to grasp the data's precise form and qualities [4], [5]. Furthermore, deep 

learning approaches mine the characteristics automatically and utilize them to analyze the images [6], [7]. 

Multiple models are available for the classification of images; thus, it is required to justify which model is most 

appropriate for image classification. Furthermore, numerous platforms, such as programming languages or 

tools, may be utilized to implement these methods. Orange data mining is a free tool that can be used to pre-

process data, see how it looks, and put various classification and clustering patterns into action. Also, orange 

has option to add extra models for applications like bio-informatics, network-analyses, and image-analyses [6]. 

This study used various AI algorithms to classify the images and measure their effectiveness based on including 

area-under-a-curve (AUC), the accuracy of classification (CA), F1 score, accuracy, and recall. The pattern 
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assessment was carried out using orange data mining, and the results were used both as a forecast for another 

set that had not been trained by any of the models that were used in this study, and as the final result.  

 

 

2. INPUT DATA FOR TESTING AND TRAINING 

The database that can be seen on the Kaggle website was used in this study. Kaggle is a Google 

company, it's a network of data scientists and engineers working in machine learning. Kaggle is an online hub 

for the data science community, where members may share and explore data sets, research and build AI models, 

work together with peers in the field, and compete against one another to solve data science problems [8], [9]. 

About 6,000 of the total images was utilised for the proposed algorithms to identify two types of eye diseases, 

and compare them with healthy eye images (normal eyes). Therefore, each class has 2,000 images with a 90% 

training ratio. We chose two types of eye disease to identify from normal eye images. The image data feeds 

into the workspace to program as an image using the import images widget. This work dealts with two types 

of eye diseases:  

 

2.1.  Choroidal neovascularization (CNV) disease 

About 5% of eyes have CNV, a late manifestation that typically appears between the ages of 20 and 

45. It's often linked to a "histo spot" in the macula that has been there for a long time. It may form inside a 

parapapillary lesion on rare occasions. CNV may take place even when there is no previous lesion present. At 

first, the CNV may leak fluid and cause metamorphopsia, or blurred vision in the centre, and a scotoma [9]. 

 

2.2.  Diabetic macular edoema (DME) disease 

DME is the most common basis of vision loss linked with diabetic retinopathy (DR) and macular 

laser. DME often makes it hard for people with non-proliferative diabetic retinopathy (NPDR) to see clearly. 

It is more common in people with type-2 diabetes mellitus (DM2) than type-1 diabetes mellitus (DM1), which 

accounts for about 12.9% and 7.86% of cases, respectively. There are many things that can cause DME, but 

the main cause is the breakdown of the blood-retinal barrier, which makes the Henle's macula layer swell [10]. 

Figure 1 illustrates the samples of retinal retinal optical coherence tomography (Retinal OCT) with Figure 1(a) 

CNV disease, Figure 1(b) DME disease, and Figure 1(c) normal image used for image classification.  

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 1. The normal and two types of dicease images statuses that used for classification process: (a) CNV 

disease, (b) DME disease, and (c) normal image 
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3. IMAGE EMBEDDING  

The feature extraction from the photos came after the images had been imported. This step was done 

by orange's image analysis tool's "image embedding" widget. Subsequently, the photographs were uploaded to 

the server where feature extraction could take place. Different deep convolutional neural network (DCCN) 

models were utilized to extract features in this widget. There were several different DCCN models accessible 

for use in feature mining, including SqueezeNet [11], VGG-16 [12], and inception V3 [13]. Our approach used 

the SqueezeNet model, which extracted the characteristics locally without transferring the photos to the server. 

After the procedure, the extracted characteristics were formatted in tables with orange's "data table" widget. 

SqueezeNet was used to generate meta-features for each image, with a total of 1,000 features assigned to each 

in addition to the width, height, and size features. 

 

 

4. IMAGE CLASSIFICATION 

The SqueezeNet model was used to extract characteristics from photos, and then three distinct models 

were used to classify the images based on those features. It was carried out using tenfold cross-validation, in 

which 80% of the photos were utilized for training and 20% of the images were utilised for testing the models. 

To begin, each of the models is subjected to training and testing using a variety of parameters. The variables 

that resulted in the greatest results after checking with various settings are provided, along to an explanation 

for any model The following sections discuss a variety of trained classifiers [12], [13]. 

 

4.1.  Artificial neural network (ANN) 

ANN is a classification method which uses a mechanism similar to the way in which neurons in the 

brain function to recognize the underlying link between pictures [14], [15]. Three layers make up a basic of 

ANN: layer of the input that pick features as input, a layer of the hidden, and layer of the output that decides 

that category a certain image belongs to [16], [17]. In this work, 100 hidden layers, 100 iterations and the 

(logistic) function as an activation function were used in this study.  

 

4.2.  Logistic regression (LR) 

LR utilizes a function of the logistic to create a binary dependent parameter [18]. It is a curve-fitting 

module in which the dependent value varies in relation to the independent value and the data points are aligned 

to be as close to the curve as possible [19], [20]. This study, the regularization was carried out with the help of 

ridge (L2), that reduces the sum of the weight's squares to the greatest extent possible.  

 

4.3.  K-nearest neighbour (KNN) 

K-closest neighbour, often known as the KNN algorithm, is a basic categorization machine learning 

approach that has widely applied [21]. Unlabelled tuples are classified using information about their K closest 

neighbours. K may be assigned the value of any number [22]. The technique requires a target class variable to 

be used as a label to categories a training dataset after K. Then, KNN determines KNN and designates the most 

distant class for each unlabelled tuple in the test dataset [23]–[25]. The Euclidean distance was used in this 

study to construct the index, and the total number of neighbours was eight. 

 

 

5. PROPOSED ALGORITHMS 

Various AI algorithms are utilized to classify the eye images with different satuse of disease and 

measure their effectiveness based on AUC, CA, F1 score, accuracy, and recall. This work proposed two cases 

for training and prediction process over three group's image eye diseases; Case 1, Utilised three models, ANN, 

LR, and KNN, separately for the training and testing process to distinguish the images of two eye diseases, 

CNV and DME, from the healthy one. Figure 2 illustrate the proposed algorithm for this case, which utilized 

(6,000) total images (with 2,000 images for each type of eye disease: CNV, DME, and healthy one were chosen 

for comparison), and the dataset was split into 9:1 ratio for training and testing (The ratio of training 90% with 

repeat train/test (20), get the highest AC (0.958) for ANN models). For case 2, a new model was presented and 

we called it the Stacking model. It was a collection of three models: ANN, LR, and KNN. This model combined 

the ANN and KNN models in a parallel form and then fed the output to the LR model. This scenario exhibits 

better performance than previouse case in terms of best detection and prediction results. Case 2 for this 

algorithm is shown in Figure 3 also in the same training is (90%) with repeat train/test (20), get the AC (0.961). 

Note: this is accurate as an average for three groups of data as the image (CNV, DME, normal).  
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Figure 2. The proposed algorithm of the first case 

 

 

 
 

Figure 3. The proposed algorithm of the second case 
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6. RESULTS AND DISCUSSION  

Three different classifiers and prediction procedures were examined to see which performed best. The 

performance of these models was evaluated based on their CA, precision, recall, F1 score, and AUC values. 

These indices (these functions) were generated automatically using an orange tool's "test and score" widget. 

The number of successfully categorized photos was used to quantify the classification accuracy. Precision 

determined the fraction of positive values that are genuinely positive, whilst recall identified the positive values 

which were accurately specified. The F1 score was the harmonic mean in terms of precision and recall. The 

area also showed the quality of the predictions made by trained models under the curve.  

Finally, comparisons were made based on the classifiers accuracy, which was an important metric. 

Figure 4 shows the comparative work, the results of the measuring indices for each diverse classifier were 

utilized, that the ANN has the highest classification accuracy (0.958). In contrast, LR has an accuracy (0.950) 

and KNN accuracy (0.901) also in the same training (90%) with repeat training/test (20) for three models. 

Figure 5 shows the recorded results for the stack model, which exhibits AUC close to ANN with a value (0.994) 

and better values to CA, F1, precision, and recall (0.961) than each model of a separate case.  
 

 

 
 

Figure 4. Test and score for case 1 
 

 

 
 

Figure 5. Test and score for case 2 
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The three alternative classifier models were fed into the "test and score" widget, that outputs the 

comparison value for each classifier based on CA, precision, recall, F-1 score, and AUC. The "confusion 

matrix" the widget links with the confusion matrix for each classification model. A confusion matrix can help 

you determine where the mistake is in a classification process. The diagonal members of the matrix provide 

the proper classification value, whilst the non-diagonal items provide a mistake when categorizing the photos. 

The orange tool's "confusion matrix" widget created the confusion matrix for each classifier. The confusion 

matrix for all of the classification models utilized to classify the images is shown in Figures 6-9. 

 

 

  
 

Figure 6. Confusion matrix of neural network 

 

 

 

 
 

Figure 7. Confusion matrix of KNN 

 

 

  
 

Figure 8. Confusion matrix of LR 

 

 

 

 
 

Figure 9. Confusion matrix of stack 
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Following testing and training in this study, the system was used to predict whether the eyes were 

healthy or not. Then, importing the data as an image and applying models (ANN, KNN, LR, stack) detected 

two forms of eye illness (CNV, DME). The new picture was imported, analysed using the image embedding 

widget, and the eye state was predicted with the help of the prediction widget. As shown in Tables 1 and 2 

belongs to case 1 and 2, respectively. Figure 10 shows the total results comparation for the three model through 

four algorithms. 

 

 

Table 1. Prediction for data for case1 
No. Neural network KNN LR Image name 

1 CNV CNV CNV CNV-53018-1 

2 CNV CNV CNV CNV-53018-2 

3 normal normal CNV CNV-81630-1 
4 CNV normal CNV CNV-8630-2 

5 DME normal CNV CNV-8630-3 

6 DME DME DME DME-30521-13 

7 DME DME DME DME-37503-1 

8 DME DME DME DME-57603-1 

9 DME DME DME DME-70266-1 
10 DME DME DME DME-70266-2 

11 Normal Normal Normal Normal-1249-1 
12 Normal Normal Normal Normal-1249-2 

13 Normal Normal Normal Normal-1249-3 

14 Normal Normal Normal Normal-1249-4 
15 Normal Normal Normal Normal-1249-5 

16 Normal Normal Normal Normal-1529-1 

17 Normal Normal Normal Normal-1530-1 
18 Normal Normal Normal Normal-3335-1 

19 Normal Normal Normal Normal-3335-2 

20 Normal Normal Normal Normal-3335-3 
21 Normal Normal Normal Normal-3363-1 

22 Normal Normal Normal Normal-3673-1 

23 Normal Normal Normal Normal-3781-1 
24 Normal Normal Normal Normal-4805-1 

25 Normal Normal Normal Normal-6047-1 

26 Normal Normal Normal Normal-9251-1 

 

 

Table 2. Prediction for data for case 2 
No. LR (1) KNN Stack Neural network Image name 

1 Normal Normal Normal Normal Normal-9251-1 

2 Normal Normal Normal Normal Normal-6047-1 
3 Normal Normal Normal Normal Normal-4805-1 

4 Normal Normal Normal Normal Normal-3781-1 

5 Normal Normal Normal Normal Normal-3673-1 
6 Normal Normal Normal Normal Normal-3363-1 

7 Normal Normal Normal Normal Normal3335-1 

8 Normal Normal Normal Normal Normal-3335-2 
9 Normal Normal Normal Normal Normal-3335-3 

10 Normal Normal Normal Normal Normal-1530 

11 Normal Normal Normal Normal Normal-1520 

12 Normal Normal Normal Normal Normal-1249-1 

13 Normal Normal Normal Normal Normal-1249-2 

14 Normal Normal Normal Normal Normal-1249-3 
15 Normal Normal Normal Normal Normal-1249-4 

16 Normal Normal Normal Normal Normal-1249-5 

17 DEM DEM DEM DEM DEM-70266-2 
18 DEM DEM DEM DEM DEM-70266-1 

19 DEM DEM DEM DEM DEM-57603-1 

20 DEM DEM DEM DEM DEM-37503-1 
21 DEM DEM DEM DEM DEM-30521-13 

22 CNV Normal DEM DEM CNV-81630-1 

23 CNV Normal CNV CNV CNV-81630-2 
24 CNV Normal Normal Normal CNV-81630-1 

25 CNV CNV CNV CNV CNV-53018-2 

26 CNV CNV CNV CNV CNV-53081-1 
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Figure 10. Comparison between the fourth proposed models 

 

 

7. CONCLUSION 

Using picture datasets from Kaggle, this research examines the potential of the orange data mining 

tool for automated image classification for three sets (CNV, DME), sick eye, and healthy eye. The KNN, ANN, 

and LR models were implemented in the first scenario, and they were trained and evaluated depending on the 

features that were collected from the photos. An orange tool's SqueezeNet-based image-embedded model was 

first used for the feature extraction procedure. Based on our research, we conclude that orange data mining tool 

is one of the most user-friendly and practical options for processing and analysing large datasets. Following 

this, the effectiveness of each classifier was evaluated using a confusion matrix and some estimation indices 

including AUC, classification accuracy (CA), F1 score, precision, and recall. The result of the numerical output 

demonstrates that the classifier depending on an ANN performs better than its competitors with regard to 

accuracy (0.958). The second case combined two models (KNN, ANN) and inserted the results we obtained 

from the two models into the third model (LR) by stacking the widget with an accuracy (0.961). This is higher 

accuracy than the first case, as well as we entered new data that the system was not trained to predict, and it 

made a very good prediction. If verified by further testing, this application can be used to screen diseases with 

distinctive visual features in clinical practice. In such situations, the clinician can use a picture in an online 

database to automatically evaluate and compare existing samples. This method will potentially increase the 

objectivity of the results and allow less-experienced clinicians more confidence as the system shows them the 

results compared to a wider selection of verified and documented cases.  
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