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 Machine learning (ML) and computer vision systems revolutionized the 

world, especially deep learning (DL) for convolutional neural networks, 

which has proven breakthroughs in brain tumor (BT) diagnosis. This study 

investigates a convolutional neural network (CNN) approach for image 

classification for BT detection using the EfficientNetB1 architecture with 

global average pooling (GAP) layers in a big data setting. A classification 

layer is done with a softMax layer. The system is created in the Apache Spark 

environment. Spark system is a unified and ultra-fast analysis engine for large-

scale data processing. It is mainly dedicated to big data and deep learning 

(DL). Experiments are carried out using the brain magnetic resonance imaging 

(MRI) dataset containing 3,264 MRI scans to predict the performance of the 

model. The dataset is decomposed into two datasets. The model's performance 

was assessed and compared to existing models, it yielded a high precision, 

precision, and f1-score. In our work, we have achieved an accuracy of 97% 

and a performance of 98% on a dataset of 3,064 brain MRI images. 
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1. INTRODUCTION  

Brain cancer is a cell development in the cerebrum, which can be harmless (non-dangerous) or 

threatening (carcinogenic). It may be having a cerebral origin or have invaded the brain after developing in 

another region of the body (metastasis). The fusion of medical imaging and artificial intelligence allows us to 

diagnose brain cancers more accurately and quickly than before. Automatic identification of a tumor as early 

as possible is essential for patient survival. 

Recently, important advances have been made in this area using machine learning methods and 

specialized models [1]. Deep learning (DL) and classification constitute computational techniques [2]. Deep 

learning aims to recognize features. Lower level functions help generate higher-level functions. Deep learning 

has been proven to identify high-level features and give better results in classification [3]. Several works using 

DL for the detection of BT can be found in [4]-[7].  

This work combines image processing and big data classification and brain tumor (BT) detection. We 

use the Spark system on Python to perform big data analysis of BT images. The dataset is supplied to the 

computing server system DataFrame from pyspark. Throughout the experimental phase, we used a dataset of 

magnetic resonance imaging (MRI) scans of different types of BT. This paper makes the following main 

contributions: 

- Provides a computational framework for the classification of BT of MRI image slices in a big data 

environment. 

- Application of complex neural networks in model data models (unstructured). 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 31, No. 2, August 2023: 755-762 

756 

- Expose the high accuracy of the dataset in brain tumor detection. 

This paper proposes the creation of a convolutional neural network (CNN) model that classifies brain 

tumors and learns the model using data (MRI of the brain) in Spark system. The main advantage of Spark is its 

speed. Spark was designed end-to-end with performance in mind, using in-memory computing and other 

optimizations to achieve this. It is also known for its ease of use and sophisticated analytics. Indeed, it provides 

simple application programming interfaces (APIs) for working with large datasets. We will therefore present a 

series of relevant work that relates to our topic and the proposed approach and ultimately to experimental results. 

 

 

2. RELATED WORK 

In neuro-oncology, tumors are often examined using MRI. The detection of tumor lesions is a critical 

step in examining tumors from images. Due to the popularity of deep learning methods, several research papers 

have emerged due to the benefits they provide in terms of data processing power and automation. Several DL 

detection architectures are currently proposed to automatically classify BT [8], [9]. The goal of DL is to process 

large amounts of data and also automatically identify and extract features without human intervention. Big data 

is distinguished by its volume, and it is also known for its heterogeneity of formats and structures, as well as its 

need for processing speed. The following sections discuss related works to classify and identify brain tumors. 

Cheng et al. [8] proposed a model to increase the classification performance of BT by improving the 

tumor field. They retrieved several features to increase the performance of the model, including a bag of words 

and a grayscale co-occurrence matrix. To classify the features, they used the support vector machine (SVM). 

The model was 91.28% accurate on a dataset of 3,064 MR images of the brain. 

Paul et al. [10] proposed a classification of BT based on CNN. The model obtained an accuracy of 

90.26%. The model shows that diminishing image size may ameliorate driving performance in training. Tahir 

et al. [11] proposed a model based on MRI scans to increase classification performance. This model extracted 

the basic features of Daubechies wavelets. The model attained an accuracy of 86% on the data containing 3,064 

brain MRI images using SVM. Ghassemi et al. [12] suggested a multi-class model based on a DNN for the 

classification of BT. The algorithm utilizes data augmentation techniques to extract data and form a neural 

network as discrimination within a generative antagonist network. To designate tumor classes the fully 

connected (FC) layers were replaced. The model achieved an accuracy of 95.6% on the random split and 

93.01% on the inserted split. Palanisamy and Thirunavukarasu [13] used a pretrained GoogleNet to extract 

attributes from brain MRIs for the classification of BT and utilize deep transfer learning (DTL) to fine-tune 

item classification. They performed 5-fold cross-validation on the MRI datasets and an accuracy of 98%. Das 

et al. [14] proposed the classification of BT based on a CNN. To pre-process the MRI images. They applied 

Gaussian filters and histogram equalization methods with a detection accuracy of 94.39%. 

Choudhury et al. [15] proposed a computational system involving CNNs to classify MRI-based BT 

images into two classes: cancer and no cancer. The execution rate of this method is 96.08%. Pathak et al. [16] 

also used CNN models for the classification and segmentation of BT. A CNN model was applied to divide the 

input images into cancer and no cancer to segment the tumor afterward. Shafi et al. [17] suggested an ensemble 

learning approach to group lesions of cancers and autoimmune diseases using MRI of patients with BT. The 

method describes how pretreatment functions are extracted and classified. The preprocessing stage uses tumor 

and lesion regions of interest (ROI), Collwet normalization, and Lloyd max quantification. The experimental 

results indicate that the training and test accuracies of the suggested model are 97.957% and 97.744% 

respectively. Mehrotra et al. [18]. suggested a model that increases the accuracy of brain MRI image 

recognition by using transfer learning methods. They used different models such as SqueezeNet, ResNet50, 

ResNet101 GoogLeNet, and AlexNet. This pretrained, the final characteristics are classified with the Softmax 

layer. The process begins with a dataset of MR brain images that have been collected and classified into the 

tumor and no tumor. The proposition includes the following steps: preprocessing, data division, extraction of 

features, and tumor type classification. The configured arrangement achieves performance with 99,04% 

accuracy. Vankdothu et al. [19]. suggested a system for the detection of BT. This system is included different 

categories such as image, feature extraction, preprocessing, and image classification. They used adaptive filters 

in a preprocessing step to remove noise from MRI images. For extracting features, they used deep learning 

models to classify image types and used recurrent convolutional neural networks (RCNN) for the classification 

process. This classifier achieved 95.17% accuracy. 

Shinde et al. [20], determined the analysis of different ML methods, such as SVM and logistic to 

classify tumors as benign and malignant, and discrete wavelet transforms to extract features from synthetic 

data available on web resources open access series of imaging studies (OASIS) and Alzheimer’s disease 

neuroimaging initiative (ADNI). Although there are various techniques for detecting BT. The automatic 

classification of the diverse types of tumors remains essential. Therefore, this work targets the classification of 

BT established on DL in an Apache Spark environment. 
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3. PROPOSED APPROACH 

This study combines big data concepts with image processing concepts. The goal of this work is to 

improve tumor detection strategies using brain MRI image classification. This article presents a CNN method 

for the autonomous classification of BT in big data using Apache Spark. Apache Spark is used for its speed in 

processing large amounts of data. It enables cluster machines to perform extensive analysis. It mainly focuses 

on big data, ML, and CNN. The goal is to achieve high classification accuracy. 

Our system consists of classifying images using the CNN approach, which is a type of DL. First, we 

have an MRI image as input. With this image our system will be able to diagnose the state of the patient if he 

is healthy or sick in the case where the patient is sick, we detect the class of tumor. The general architecture of 

the system used is presented in Figure 1. The aim is the early detection of BT which will allow professionals 

to advance more efficient treatment regimens to lead to healthier outcomes for patients [21]. 

 

 

 
 

Figure 1. The general architecture 

 

 

Before proceeding to classification, we start by using CNN on our data (training and testing). CNN 

runs this with its convolutional layers with various filter sizes, which makes the network more visible [22]. 

CNN models usually contain convolutional fully connected, pooling, and classification layers [23]. In our 

work, we use the EfficientNetb1 CNN model, which is extensively used in literature, we use it for its high 

accuracy, good efficiency, and less time and with adjusted standards. The EfficientNetB1 model increases 

accuracy while diminishing the number of parameters [24]. In EfficientNetb1 they increased the mesh width 

and resolution equally. This architecture used Bottleneck convolution [25]. Softmax is used in its final layer, 

the classification layer. 

The EfficientNetb1 model is used for multi-scale and multinetwork network structures. We use the 

EfficientNetb1 library by this structure in jupyter:from tensorflow.keras.applications import EfficientNetB1. 

Thus, we will have obtained deep features of the images from the EfficientNetb1 model. In this study, we used 

the Epoch variable to experiment. The epoch corresponds to training on all the data, and the greater this number 

greater the accuracy should be obtained. 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 31, No. 2, August 2023: 755-762 

758 

If there is an MRI image as input, this query image (the image is inserted by the user to find out which 

class belongs) goes directly to the model to obtain the characteristics of this image. After, we calculate the 

euclidean distance between the base of the characteristics and the characteristics of the image query. After we 

apply the k-nearest neighbors (KNN). KNN algorithm used in the classification. Handles training data and 

categorizes new test data established on distance measurements. It finds the k-NN to the test data to then make 

the selection to diagnose the image of the patient either healthy or sick. If the result is sick, the type of tumor 

is detected. 

 

 

4. EXPERIMENTAL RESULTS AND DISCUSSIONS 

4.1.  Dataset 

The publicly available Kaggle dataset is used in our work with a total of 3,264 MRI images, decomposed 

into test and training images of 394 and 2,870 images respectively [26]. We compared our results with other 

classifiers to make sure that the model used was properly implemented. MRI images are associated with BT, such 

as glioma, meningioma, pituitary, and no cancer. The informations of the dataset are presented in Table 1.  

The four MRI classes are described in Figure 2, where Figure 2(a) illustrated the class of images not containing 

cancer, and Figures 2(b)-(d) illustrated different tumors of the brain. The total number of images is 3,264. 

 

 

Table 1. The brain image base  
Training Testing 

No cancer 395 105 

Gliomas 826 100 

Meningiomas 

Pituitary  

Total  

822 

827 

2870 

115 

 74 

 394 

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 2. Dataset of brain MRI images: (a) no-cancers, (b) gliomas, (c) meningiomas, and (d) pituitary 

 

 

4.2.  Evaluation metrics used 

In this study, we used several evaluations. The objective of these measures is the evaluation of the 

performance rate of our system. System performance is tested and confirmed; the precision of the system, 

recall, f1-score, avg-macro, weighted avg, and accuracy were determined with the quantification of the 

predicted classes according to the following quantities: the number of false negatives (FN), the number of false 

positives (FP), the number of true negatives (TN) and the number of true positive (TP). The mathematical 

representation is defined as follows: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑟𝑒𝑐𝑎𝑙𝑙×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑐𝑖𝑠𝑖𝑜𝑛
 (4) 

𝑎𝑣𝑔 − 𝑚𝑎𝑐𝑟𝑜 =  𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑜𝑓 𝑒𝑎𝑐ℎ 𝑜𝑛𝑒 (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑟𝑒𝑐𝑎𝑙𝑙, 𝑓1 𝑠𝑐𝑜𝑟𝑒)  
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𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑎𝑣𝑔 =  
((𝑃0×𝐶0)+(𝑃1×𝐶1)+(𝑃2×𝐶2)+(𝑃3×𝐶3))

(𝐶0+𝐶1+𝐶2+𝐶3)
 (5) 

 

where C ∑ test values (Table 1) and P is the precision of each one of the classes. 

 

4.3.  Experimental test and results 

To evaluate our system, we beginning by installing Apache Spark under jupyter, we use the following 

command in the Anaconda prompt: Pip install pyspark. For access to jupyter through the big data environment, 

we use the following command: Pyspark. This command opens the jupyter window automatically. Table 2 

illustrates the parameters used in the system proposed. The results obtained are presented in Table 3 which 

presents the comparison of the accuracy of the system over different numbers of epochs. 

 

 

Table 2. The parameters used 
Model and methods Parameters 

Algorithm EfficientNetB1 
Epoch numbers Used as a variable (experiments) 

Batch size 32 images 

Pooling layer Avg pooling 

Activation function SoftMax 

Environment and language Pyspark ‘Big Data’, Python (Anaconda Jupyter) 

 

 

Table 3. Comparison of accuracy on different epochs numbers 
Epoch Accuracy 

05 0.89 

10 0.96 

15 0.98 

20 0.98 

 

 

From epoch 15 there is a stabilization in accuracy versus variable epoch. In the rest of this work, we use 

epoch=20, and accuracy=0.97. Comparison training and validation (accuracy/loss) by epochs are presented in 

Figure 3. Then, we have the confusion matrix (error matrix) in Figure 4. It represents the percentage of the 

prediction of the true images in the diagonal square and the other for the false prediction. For example, in a 

square (1,1)=0.98 (98%) and (0,1)=0.02 (2%). The percentage of true prediction is 98% and of the false 

prediction is 2%. Other evaluation measures are in Figure 5. Where 0, 1, 2, 3: glioma, no_cancer (normal), 

meningioma and pituitary. 

 

 

 

 
 

Figure 3. Comparison training and validation (accuracy/loss) by epochs 
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Figure 4. Confusion matrix for 04 class classification on MRI dataset 

 

 

 
 

Figure 5. Results of the evaluation measures used 

 

 

The study of Vankdothu and Hameed [19] divided their research into several parts, including: pe-

processing, segmentation, and MRI image feature extraction. BT images were segmented using improved 

clustering of K-means. The approach achieved an accuracy of 95.17%. Aamir et al. [27] divided the dataset 

into two groups 70% (training) and 30% (validation). In our study, if the dataset for training increases the 

performance will increase thereafter. In Table 4, we analyze the performance of our system with studies 

conducted with the same dataset [26]. 

 

 

Table 4. Comparison of works with proposed approach using the same dataset 
Writer Method and model Performance 

Vankdothu and Hameed [19] Model CNN- long short-term memory (LSTM)  Accuracy=92%. 

Precision=95,17 %. 

Recall=98%. 

Sartaj [26]. Model CNN, EfficientNetB0, Resnet Accuracy=98,95 %. 

Proposed approach Apache Spark, CNN, EfficientNetB1 Accuracy=98%. 

Recall=98,55%. 

Precision=98%. 

 

 

5. CONCLUSION 

The aim of our study is to obtain good classification accuracy in the detection of BT. We implemented 

our method using "TensorFlow" and "Keras" in "Python" and "Apache Spark" because it is an efficient 

programming language for fast work. The system proposed will help doctors accurately identify brain tumors 

using MRI. The originality of this work is the use of effcientnetB1 in the Spark system. The training was faster 

and more accurate. Experiments show that efficientnetB1 provides 97% accuracy in Apache Spark. In 

conclusion, we found that the proposed strategy is applicable to classify various forms of BT. In the future, we 

will expand our dataset by adding more images as well as applying other pre-trained CNN algorithms to 

increase and compare results and choose the best model. 
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