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 Machine learning algorithms can be used to forecast future blood glucose 

(BG) levels for diabetes patients, according to recent studies. In this study, 

dataset from continuous glucose monitoring (CGM) system was used as the 

sole input for the machine learning models. To forecast blood glucose levels 

15, 30, and 45 minutes in the future, we suggested deep neural network 

(DNN) and tested it on 7 patients with type 1 diabetes (T1D). The suggested 

prediction model was evaluated against a variety of machine learning 

models, such as k-nearest neighbor (KNN), support vector regression (SVR), 

decision tree (DT), adaptive boosting (AdaBoost), random forest (RF), and 

eXtreme gradient boosting (XGBoost). The experimental findings 

demonstrated that the proposed DNN model outperformed all other models, 

with average root mean square errors (RMSEs) of 17.295, 25.940, and 

35.146 mg/dL over prediction horizons (PHs) of 15, 30, and 45 minutes, 

respectively. Additionally, we have included the suggested prediction model 

in web-based blood glucose level prediction tools. By using this web-based 

system, patients may readily acquire their future blood glucose levels, 

allowing for the generation of preventative alarms prior to crucial 

hypoglycemia or hyperglycemic situations 
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1. INTRODUCTION 

Blood glucose (BG) levels are increased in type 1 diabetes (T1D), a metabolic condition that is chronic 

and brought on by an inability to secrete insulin [1]. To obtain a close to normal glucose metabolism, T1D 

patients must give insulin through insulin pump or injection [2]. Patients with diabetes should regularly check 

their blood glucose levels to prevent hypoglycemia and hyperglycemia [3]. Blood glucose levels more than 180 

mg/dL are considered to be hyperglycemia (high blood sugar), whereas blood glucose levels below normal, or 

BG 70 mg/dL, are considered to be hypoglycemia (low blood sugar). Recent studies have demonstrated that 

whereas hypoglycemia is linked to increased short-term and long-term mortality [4], hyperglycemia can lead to 

long-term problems such retinopathy [5], renal disease [6], and cardiovascular disease [7]. 

The fourth industrial revolution, often known as Industry 4.0, is being driven by the internet of things 

(IoT) technology. Industrial processes may be automated, made more efficient, and decision-making can be 

improved by utilizing IoT to link and communicate with physical items via the internet. IoT-enabled sensors, for 

instance, may be used to monitor a variety of systems, including network monitoring systems [8], [9], 

https://creativecommons.org/licenses/by-sa/4.0/
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healthcare monitoring systems [10], [11], systems for monitoring automotive manufacturing [12], [13], and 

systems for monitoring the ambient conditions of rooms [14], [15]. Continuous glucose monitoring (CGM) 

systems are a sophisticated sensor technology that can be used to assess blood glucose levels. This wearable 

medical device uses an IoT-based approach and is able to provide real-time measurements of subcutaneous 

glucose concentration every 1 to 5 minutes for several days in a row [16]–[21]. A portable self-monitoring of 

blood glucose (SMBG) device must be used in a calibration method for CGM devices in order to get reference 

blood glucose levels. Additionally, the sensor data that has been generated by CGM device can be utilized as 

input feature for prediction models, so that future blood glucose levels can be obtained. 

Recent studies have demonstrated that utilizing sensor data from a CGM device as the only input, 

machine learning models may be used to estimate future blood glucose levels and enhance the treatment of 

diabetic condition [22]–[27]. The last 20 minutes' worth of blood glucose values were used as the input by 

Pérez-Gandia et al. [28] to predict the future blood glucose levels of 15 T1D patients. The artificial neural 

network (ANN)-based prediction model for forecasting blood glucose level was proven by Ben et al. [29]. To 

enhance prediction performance, the ideal number of features for each patient model were examined. The 

differential evolution (DE) approach was utilized by Hamdi et al. [30] to optimize the prediction model's 

parameters. The suggested support vector regression (SVR) based prediction model performed better than 

previous machine learning based models by using a limited set of parameters. Based on long short-term memory 

(LSTM), prediction model for forecasting blood glucose levels has been proposed [31]. The suggested model 

was used to create predictions for the next 30 and 60 minutes using the past 60 minutes of CGM data as the 

input feature. To enhance the predictability of blood glucose levels, Alfian et al. [32] combined time domain 

information with the suggested ANN model. The analysis of 12 T1D patients' blood glucose levels 

demonstrated that the suggested model performed better than existing models. 

Studies from the past have shown that web-based system can incorporate a machine learning model. 

The trained support vector machine (SVM) model of Ahmed et al. [33] was incorporated into a web application 

to correctly and effectively predict diabetes. Web-based machine learning program to identify natural gas source 

created by Snodgrass and Milkov [34]. But none of these earlier research have included deep neural network 

(DNN)-based prediction models to the web-based blood glucose level prediction system. Therefore, DNN was 

incorporated into the current study's web-based blood glucose level prediction system to improve the 

performance of BG prediction. To train a DNN model, sensor data from a CGM was used as an input feature. 

The trained model may now be used to forecast blood glucose levels 15, 30, and 45 minutes in the future. A 

number of machine learning models, including k-nearest neighbor (KNN), decision tree (DT), adaptive 

boosting (AdaBoost), random forest (RF) and eXtreme gradient boosting (XGBoost), as well as support vector 

regression (SVR) have been demonstrated to be effective at forecasting future blood glucose levels in 

previous studies [30], [32]. As a result, our approach will be evaluated for performance against various 

machine learning-based prediction models, including KNN, SVR, DT, AdaBoost, RF and XGBoost. 

Additionally, by incorporating the suggested DNN model into web-based blood glucose level prediction, it 

could make it easier for diabetic patients to obtain future blood glucose values, allowing them to take 

preventative measures earlier before critical conditions (hypoglycemic/hyperglycemic) arise. 

 

 

2. METHOD  

In this study, the sensor data from continuous glucose monitor (CGM) devices was collected and 

used to train machine learning models. Once training process completed, the models could predict future 

value of blood glucose levels of diabetic patient. The patients can be informed of the prediction's outcome, 

which is anticipated to aid in their improved disease management. Figure 1 demonstrates in detail the 

situation of creating a forecasting model utilizing particular blood glucose data from each patient. Data pre-

processing has been done first, which entails dealing with the incomplete, inconsistent, and inappropriate 

data. The time-series dataset was also divided into train and test sets at this stage. Time series sensor data is 

then transformed into an input matrix (X) and an output vector (Y) in the feature extraction procedure, which 

comes after. Utilizing this set of matched inputs and intended outputs, the suggested prediction model is used 

to identify the pattern. During learning process, the proposed model tried to generate optimized model from 

train set by minimizing the prediction error. Once this process completed, the prediction output can be 

generated by applying this trained model to the test set. To evaluate the model performance, the output 

prediction was compared with the real values (ground truth) from test set, therefore model performance can 

be presented. Finally in the last step, trained model was integrated into web-based system and then prediction 

output can be presented to the diabetic patient easily through the web browser.  

Figure 2 presents the sensor data generated by CGM device from single diabetic patient. The value 

of blood glucose level was generated for every 5 minutes, and this time-series sensor data is then stored into 

database for further analysis. In this step, the sensor data is presented with the upper and lower limit, so that 
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the patient could easily understand whether their blood glucose level is fall in normal range, above upper 

limit (hyperglicaemia) or below lower limit (hypoglicaemia). For diabetic patients, maintaining blood 

glucose levels in the normal range is crucial, therefore machine learning model could be used to generate 

future value of blood glucose levels. By obtaining predicted blood glucose levels, the diabetic patient could 

avoid critical conditions such as hypoglicaemia and hyperglicaemia. 

 

 

 
 

Figure 1. General framework for developing and assessing prediction models 

 

 

  
 

Figure 2. History of CGM data from a diabetic patient 

 

 

By creating a unique model for each prediction time step, the direct technique is used in this study 

[32], [35], [36]. The direct strategy separately learns 𝐻 and models 𝑓ℎ, 

 

𝑦𝑡+ℎ =  𝑓ℎ(𝑦𝑡 , … , 𝑦𝑡−𝑛+1) +  𝑤 (1) 

 

with 𝑡 ∈ {𝑛, … , 𝑁 − 𝐻} and ℎ ∈ {1, … , 𝐻} and returns a multi-step forecast by concatenating the 𝐻 

predictions. The time-series data was transformed into a set of paired inputs (X) and intended outputs (Y) to 

enable machine learning models to learn from train data. Let's use the terms G to denote a patient's time 

series sensor data and 𝑔𝑖 to denote a specific sensor value in the set, where 𝑔𝑖 ∈ G and i=1,2,…,N. N 

represents the total number of sensor data entries. Finally, given 𝑛 previous values (or the window size), the 

forecasting horizon ℎ and G the list of sensor data, the input 𝑋 can be derived by creating an [(𝑁– 𝑛– ℎ +
1 )  × 𝑛] input data matrix,  

 

𝑋 = [

𝑔1 … 𝑔𝑛−1 𝑔𝑛

⋮ ⋱ ⋮ ⋮
𝑔𝑁−𝑛−ℎ … 𝑔𝑁−ℎ−2 𝑔𝑁−ℎ−1

𝑔𝑁−𝑛−ℎ+1 … 𝑔𝑁−ℎ−1 𝑔𝑁−ℎ

] (2) 
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and the [(𝑁– 𝑛– ℎ + 1 )  ×  1] output vector.  

 

𝑌 = [

𝑔𝑛+ℎ

⋮
𝑔𝑁−1

𝑔𝑁

] (3) 

 

With one input layer, two or more hidden layers, and one output layer, we suggest a deep neural 

network (DNN) to predict the blood glucose level of diabetes patients. Using the backpropagation technique, 

the prediction model is trained [37], [38]. Each unit receives connections from every other unit in the 

preceding tier because, as shown in Figure 3, the model is fully linked. In two successive levels, there is a 

weight for each pair of units. The following step is to determine net input by multiplying each input by its 

associated weight, then adding them all together. In every unit of the hidden layer, the activation function is 

applied to a net input. By reducing the mean squared error between predicted and target values, the 

backpropagation method is utilized to update the weights, changing them after each training. The best model 

for the test set is obtained by doing this process repeatedly. 

 

 

 
 

Figure 3. Proposed DNN model to predict future blood glucose levels 

 

 

The clinical data collection that we used, the CGM dataset from DirecNet, is freely accessible online 

at [39]. We utilize CGM sensor data from 7 individuals with type 1 diabetes (T1D) to assess how well 

machine learning models’ function. For around seven days, the Guardian-RT gadget produced the time-series 

data every five minutes. The time-series dataset was divided into two sections: training and testing, with the 

first 80% of the data used for training. In order to standardize the data's characteristics, min-max scaling was 

used. Xgboost, Scipy, and Scikit-learn are a few libraries in Python programming that we used to create the 

machine learning model [40]. The coefficient of determination (R2), root-mean-square error (RMSE) and 

mean absolute percentage error (MAPE) are the metrics we use to assess the effectiveness of machine 

learning models. The difference between the expected and actual values is represented by RMSE, whereas 

MAPE calculates the percentage of the error. The square of the correlation (R) between anticipated and 

observed values is how the coefficient of determination is finally established. This means that it varies from 0 

(no correlation) to 1 (complete correlation). 

 

 

3. RESULT AND DISCUSSION  

This section considers the proposed DNN model performance on predicting blood glucose levels in 

the future. We compare the performance of proposed model with other machine learning models. The dataset 

from T1D patients is used for comparison of machine learning models. We also demonstrate possible 

implementation of web-based prediction system by integrating with proposed DNN model.  

 

3.1.  Performance evaluation 

For the CGM dataset, the suggested DNN model successfully predicted blood glucose levels. KNN, 

SVR, DT, AdaBoost, RF, and XGBoost were compared to the suggested blood glucose levels forecasting 

model. The performance of machine learning models was examined using the CGM sensor data from 7 

individuals with type 1 diabetes. For different prediction horizons (PHs), Table 1 displays the average and its 

standard deviation for RMSE, MAPE, and R2 from the machine learning models. 
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The most recent 30 minutes of BG data and the values in the near future have a substantial 

correlation, according to earlier studies [32], [41]. The CGM data from the previous 30 minutes served as the 

feature input for the machine learning-based forecasting models. In this work, the machine learning models 

were used to predict BG levels using a window size of n=6 (the last 30 minutes) of CGM data. An individual 

forecasting model was created for each patient, and the performance average across the seven models was 

calculated (generated from 7 patients). In comparison to existing machine learning models, the suggested 

DNN model demonstrated the maximum performance by generating the lowest RMSE and MAPE. For 

prediction horizons (PHs) of 15, 30, and 45 minutes, the suggested DNN's RMSE values are 17.295, 25.940, 

and 35.146 mg/dL, respectively. The greatest R2 (coefficient of determination) was likewise produced by the 

suggested DNN model, coming in at 0.925, 0.825, and 0.682 for PHs of 15, 30, and 45 minutes, respectively. 

The final finding was that all forecasting models produced greater RMSE and MAPE but lower R2 as the 

prediction horizon grew. 

 

 

Table 1. Comparison of the effectiveness of forecasting models 
Model Metrics Prediction Horizon (minutes) 

15 30 45 

SVR RMSE 47.224 ± 12.665 52.054 ± 13.741 55.963 ± 14.035 

MAPE 22.268 ± 11.625 26.424 ± 12.836 29.568 ± 13.201 

R2 0.438 ± 0.158  0.314 ± 0.187 0.205 ± 0.199 

KNN RMSE 26.376 ± 7.766 38.210 ± 12.486 49.010 ± 12.920 

MAPE 12.495 ± 4.381 19.703 ± 8.671 26.468 ± 11.417 

R2 0.820 ± 0.071 0.614 ± 0.181 0.372 ± 0.210 

DT RMSE 32.926 ± 13.163 42.149 ± 12.191 56.216 ± 13.486 

MAPE 15.294 ± 6.793 21.026 ± 6.908 30.800 ± 10.494 

R2 0.716 ± 0.178 0.537 ± 0.178 0.175 ± 0.250 

RF RMSE 28.708 ± 12.648 38.173 ± 11.897 49.394 ± 11.872 

MAPE 12.712 ± 6.521 19.624 ± 8.557 26.765 ± 11.074 

R2 0.778 ± 0.159 0.609 ± 0.179 0.354 ± 0.209 

AdaBoost RMSE 28.533 ± 11.471 37.275 ± 10.665 46.423 ± 9.654 

MAPE 13.342 ± 6.038 19.466 ± 7.399 25.684 ± 10.132 

R2 0.786 ± 0.132 0.633 ± 0.139 0.431 ± 0.158 

XGBoost RMSE 30.301 ± 12.727 40.743 ± 13.197 52.712 ± 14.251 
MAPE 14.049 ± 6.474 21.180 ± 9.624 28.782 ± 12.506 

R2 0.759 ± 0.160 0.559 ± 0.200 0.268 ± 0.279 

Proposed model RMSE 17.295 ± 4.233 25.940 ± 6.030 35.146 ± 8.457 

MAPE 7.478 ± 1.828 12.356 ± 3.479 17.681 ± 5.276 

R2 0.925 ± 0.016 0.825 ± 0.047 0.682 ± 0.084 

 

 

3.2.  Practical implication 

The prediction of chronic illness [33], [42], [43], self-care [44], and preventive medicine [45] are 

just a few areas where previous studies have shown how machine learning models might be integrated into 

web-based systems to help with decision-making. Therefore, the goal of our study is to develop and deploy a 

web-based system for forecasting blood glucose levels, which will help the patient obtain future blood 

glucose readings. The medical team may also utilize this web-based system, which will aid them in selecting 

candidates for screening. 

The suggested forecasting model was implemented using the Scikit-learn package on the server side, 

and the web-based blood glucose level prediction system was written in PHP and Python programming as 

well as the Flask web framework. A mobile device or web browser on a computer can be used by the patient 

and the medical staff to access an application, as shown in Figure 4. Prior to being saved in a MySQL 

database, the sensor data from the CGM was first sent to the server side. Then, in order to forecast future 

blood glucose levels, our trained prediction model was applied to the latest 30 minutes of CGM sensor data, 

which was utilized as an input feature and then transferred to an application programming interface (API) 

built on Flask web framework. In the end, a web page is used to show the diabetic patient the prediction 

result of the expected value of blood glucose. Figure 5 displayed the CGM sensor data history as it was 

shown through a web-based system. In order to determine if their blood glucose levels are within the usual 

range or not, this depiction enabled diabetic patients to continuously track their blood glucose levels. Figure 6 

also displayed the suggested DNN's prediction results, which were shown on a web page. In order to forecast 

the future value of blood glucose levels up to the following hour, the suggested DNN prediction model 

utilised data from the CGM sensor's previous 30 minutes. 
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Figure 4. Framework design of web-based system 

 

 

 
 

Figure 5. The history of CGM sensor data presented in web-based system 

 

 

 
 

Figure 6. The web-based system presents the blood glucose values for the future 
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4. CONCLUSION  

In this work, a DNN model was suggested for forecasting blood glucose levels several steps into the 

future. Time series data was transformed into a set of paired inputs and desired outputs using the direct 

technique. Using this method, traditional machine learning models may train on this training set to produce 

predictions. Input features for the proposed DNN were taken from the BG values during the previous 30 

minutes. With the lowest RMSE and MAPE but the greatest R2 when compared to other forecasting models, 

the suggested DNN model demonstrated the best performance. For prediction horizons (PHs) of 15, 30, and 

45 minutes, the suggested DNN's RMSE values are 17.295, 25.940, and 35.146 mg/dL, respectively. In order 

to enhance the effectiveness of the suggested system, we also integrated a DNN model into a web-based 

blood glucose level prediction system. The suggested DNN model might help diabetes patients to obtain 

future blood glucose values through their web browser, allowing them to take preventative measures sooner 

before severe conditions (hypoglycemic/hyperglycemic) arise. Given that the dataset used in this study 

included of just a small number of T1D patients, it is difficult to generate judgments about the overall 

effectiveness of the forecasting models (7 children). The dataset size might be increased, and a comparison 

with other forecasting models might be implemented soon. The study used dataset from CGM device that 

requires calibration to convert its electrical signal into glucose concentration in real-time. Calibration process 

is required to collect one or more reference BG values from a portable SMBG device. In addition, the CGM 

data may have missing values and outliers, therefore preprocessing step is crucial to maximize model 

prediction accuracy. 
 
 

REFERENCES 
[1] “Introduction: standards of medical care in diabetesd 2018,” Diabetes Care, vol. 41, pp. S1–S2, 2018, doi: 10.2337/dc18-SINT01. 

[2] J. Silverstein et al., “Care of children and adolescents with type 1 diabetes: a statement of the American diabetes association,” 
Diabetes Care, vol. 28, no. 1, pp. 186–212, Jan. 2005, doi: 10.2337/diacare.28.1.186. 

[3] D. E. Goldstein et al., “Tests of glycemia in diabetes,” Diabetes Care, vol. 27, no. 7, pp. 1761–1773, Jul. 2004, doi: 

10.2337/diacare.27.7.1761. 
[4] A. Akirov, A. Grossman, T. Shochat, and I. Shimon, “Mortality among hospitalized patients with hypoglycemia: Insulin related 

and noninsulin related,” Journal of Clinical Endocrinology and Metabolism, vol. 102, no. 2, pp. 416–424, Feb. 2017, doi: 

10.1210/jc.2016-2653. 
[5] S. Mohamed, J. C. Murray, J. M. Dagle, and T. Colaizy, “Hyperglycemia as a risk factor for the development of retinopathy of 

prematurity,” BMC Pediatrics, vol. 13, no. 1, Dec. 2013, doi: 10.1186/1471-2431-13-78. 

[6] R. Z. Alicic, M. T. Rooney, and K. R. Tuttle, “Diabetic kidney disease: challenges, progress, and possibilities,” Clinical Journal 
of the American Society of Nephrology, vol. 12, no. 12, pp. 2032–2045, Dec. 2017, doi: 10.2215/CJN.11491116. 

[7] V. Ormazabal, S. Nair, O. Elfeky, C. Aguayo, C. Salomon, and F. A. Zuñiga, “Association between insulin resistance and the 

development of cardiovascular disease,” Cardiovascular Diabetology, vol. 17, no. 1, 2018, doi: 10.1186/s12933-018-0762-4. 
[8] N. E. Guevara, Y. H. Bolaños, J. P. Diago, and J. M. Segura, “Development of a low-cost IoT system based on LoRaWAN for 

monitoring variables related to electrical energy consumption in low voltage networks,” HardwareX, vol. 12, Oct. 2022, doi: 
10.1016/j.ohx.2022.e00330. 

[9] A. Subardono and I. K. Hariri, “Monitoring and analysis of honeypot system performance using simple network management 

protocol (SNMP),” Journal of Internet and Software Engineering, vol. 2, no. 1, pp. 1–8, Jun. 2021, doi: 10.22146/jise.v2i1.1778. 
[10] H. A. El Zouka and M. M. Hosni, “Secure IoT communications for smart healthcare monitoring system,” Internet of Things 

(Netherlands), vol. 13, Mar. 2021, doi: 10.1016/j.iot.2019.01.003. 

[11] N. Mani, A. Singh, and S. L. Nimmagadda, “An IoT guided healthcare monitoring system for managing real-time notifications by 
fog computing services,” Procedia Computer Science, vol. 167, pp. 850–859, 2020, doi: 10.1016/j.procs.2020.03.424. 

[12] M. A. Rahim, M. A. Rahman, M. M. Rahman, A. T. Asyhari, M. Z. A. Bhuiyan, and D. Ramasamy, “Evolution of IoT-enabled 

connectivity and applications in automotive industry: A review,” Vehicular Communications, vol. 27, Jan. 2021, doi: 
10.1016/j.vehcom.2020.100285. 

[13] M. Ammar et al., “Significant applications of smart materials and internet of things (IoT) in the automotive industry,” Materials 

Today: Proceedings, vol. 68, pp. 1542–1549, 2022, doi: 10.1016/j.matpr.2022.07.180. 
[14] R. Senthilkumar, P. Venkatakrishnan, and N. Balaji, “Intelligent based novel embedded system based IoT enabled air pollution 

monitoring system,” Microprocessors and Microsystems, vol. 77, p. 103172, Sep. 2020, doi: 10.1016/j.micpro.2020.103172. 

[15] S. Z. Effendi and U. Y. Oktiawati, “Implementation and performance analysis of temperature and humidity monitoring system for 
server room conditions on lora-based networks,” Journal of Internet and Software Engineering, vol. 3, no. 1, pp. 20–25, Nov. 

2022, doi: 10.22146/jise.v3i1.4834. 

[16] D. Bruen, C. Delaney, L. Florea, and D. Diamond, “Glucose sensing for diabetes monitoring: recent developments,” Sensors 
(Switzerland), vol. 17, no. 8, p. 1866, Aug. 2017, doi: 10.3390/s17081866. 

[17] G. Cappon, G. Acciaroli, M. Vettoretti, A. Facchinetti, and G. Sparacino, “Wearable continuous glucose monitoring sensors: a 

revolution in diabetes treatment,” Electronics (Switzerland), vol. 6, no. 3, Sep. 2017, doi: 10.3390/electronics6030065. 
[18] C. Chen, X. L. Zhao, Z. H. Li, Z. G. Zhu, S. H. Qian, and A. J. Flewitt, “Current and emerging technology for continuous glucose 

monitoring,” Sensors (Switzerland), vol. 17, no. 1, Jan. 2017, doi: 10.3390/s17010182. 

[19] D. Marvicsin, P. Jennings, and D. Ziegler-Bezaire, “What is new in diabetes technology?,” Journal for Nurse Practitioners, vol. 
13, no. 3, pp. 205–209, Mar. 2017, doi: 10.1016/j.nurpra.2016.12.025. 

[20] G. Acciaroli, M. Vettoretti, A. Facchinetti, and G. Sparacino, “Calibration of minimally invasive continuous glucose monitoring 

sensors: State-of-the-art and current perspectives,” Biosensors, vol. 8, no. 1, Mar. 2018, doi: 10.3390/bios8010024. 
[21] D. Olczuk and R. Priefer, “A history of continuous glucose monitors (CGMs) in self-monitoring of diabetes mellitus,” Diabetes 

and Metabolic Syndrome: Clinical Research and Reviews, vol. 12, no. 2, pp. 181–187, Apr. 2018, doi: 10.1016/j.dsx.2017.09.005. 

[22] K. Yothapakdee, S. Charoenkhum, and T. Boonnuk, “Improving the efficiency of machine learning models for predicting blood 

glucose levels and diabetes risk,” Indonesian Journal of Electrical Engineering and Computer Science (IJEECS), vol. 27, no. 1, 

pp. 555–562, Jul. 2022, doi: 10.11591/ijeecs.v27.i1.pp555-562. 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 30, No. 3, June 2023: 1829-1837 

1836 

[23] Y. A. Mohammed and R. S. Habeeb, “Fuzzy based back stepping controller for glucose level regulation under meal disturbance,” 

Indonesian Journal of Electrical Engineering and Computer Science (IJEECS), vol. 28, no. 1, pp. 137–145, Oct. 2022, doi: 
10.11591/ijeecs.v28.i1.pp137-145. 

[24] J. K. Alwan, D. S. Jaafar, and I. R. Ali, “Diabetes diagnosis system using modified Naive Bayes classifier,” Indonesian Journal of 

Electrical Engineering and Computer Science (IJEECS), vol. 28, no. 3, pp. 1766–1774, Dec. 2022, doi: 
10.11591/ijeecs.v28.i3.pp1766-1774. 

[25] S. A. Abdulkareem, H. Y. Radhi, Y. A. Fadil, and H. F. Mahdi, “Soft computing techniques for early diabetes prediction,” 

Indonesian Journal of Electrical Engineering and Computer Science (IJEECS), vol. 25, no. 2, pp. 1167–1176, Feb. 2022, doi: 
10.11591/ijeecs.v25.i2.pp1167-1176. 

[26] S. A. D. Alalwan, “Diabetic analytics: Proposed conceptual data mining approaches in type 2 diabetes dataset,” Indonesian 

Journal of Electrical Engineering and Computer Science (IJEECS), vol. 14, no. 1, pp. 85–95, Apr. 2019, doi: 
10.11591/ijeecs.v14.i1.pp88-95. 

[27] G. L. A. Kumari, P. Padmaja, and J. G. Suma, “A novel method for prediction of diabetes mellitus using deep convolutional 

neural network and long short-term memory,” Indonesian Journal of Electrical Engineering and Computer Science (IJEECS), 
vol. 26, no. 1, pp. 404–413, Apr. 2022, doi: 10.11591/ijeecs.v26.i1.pp404-413. 

[28] C. Pérez-Gandía et al., “Artificial neural network algorithm for online glucose prediction from continuous glucose monitoring,” 

Diabetes Technology and Therapeutics, vol. 12, no. 1, pp. 81–88, Jan. 2010, doi: 10.1089/dia.2009.0076. 
[29] J. Ben Ali, T. Hamdi, N. Fnaiech, V. Di Costanzo, F. Fnaiech, and J. M. Ginoux, “Continuous blood glucose level prediction of 

type 1 diabetes based on artificial neural network,” Biocybernetics and Biomedical Engineering, vol. 38, no. 4, pp. 828–840, 

2018, doi: 10.1016/j.bbe.2018.06.005. 
[30] T. Hamdi, J. Ben Ali, V. Di Costanzo, F. Fnaiech, E. Moreau, and J. M. Ginoux, “Accurate prediction of continuous blood 

glucose based on support vector regression and differential evolution algorithm,” Biocybernetics and Biomedical Engineering, 

vol. 38, no. 2, pp. 362–372, 2018, doi: 10.1016/j.bbe.2018.02.005. 
[31] J. Martinsson, A. Schliep, B. Eliasson, and O. Mogren, “Blood Glucose prediction with variance estimation using recurrent neural 

networks,” Journal of Healthcare Informatics Research, vol. 4, no. 1, pp. 1–18, Mar. 2020, doi: 10.1007/s41666-019-00059-y. 
[32] G. Alfian et al., “Blood glucose prediction model for type 1 diabetes based on artificial neural network with time-domain 

features,” Biocybernetics and Biomedical Engineering, vol. 40, no. 4, pp. 1586–1599, Oct. 2020, doi: 10.1016/j.bbe.2020.10.004. 

[33] N. Ahmed et al., “Machine learning based diabetes prediction and development of smart web application,” International Journal 
of Cognitive Computing in Engineering, vol. 2, pp. 229–241, Jun. 2021, doi: 10.1016/j.ijcce.2021.12.001. 

[34] J. E. Snodgrass and A. V. Milkov, “Web-based machine learning tool that determines the origin of natural gases,” Computers and 

Geosciences, vol. 145, Dec. 2020, doi: 10.1016/j.cageo.2020.104595. 
[35] S. Ben Taieb, G. Bontempi, A. F. Atiya, and A. Sorjamaa, “A review and comparison of strategies for multi-step ahead time 

series forecasting based on the NN5 forecasting competition,” Expert Systems with Applications, vol. 39, no. 8, pp. 7067–7083, 

Jun. 2012, doi: 10.1016/j.eswa.2012.01.039. 
[36] G. Alfian, M. Syafrudin, J. Rhee, M. Anshari, M. Mustakim, and I. Fahrurrozi, “Blood glucose prediction model for type 1 

diabetes based on extreme gradient boosting,” IOP Conference Series: Materials Science and Engineering, vol. 803, no. 1, Apr. 

2020, doi: 10.1088/1757-899X/803/1/012012. 
[37] J. Han, M. Kamber, and J. Pei, Data Mining: Concepts and Techniques. Elsevier, 2012. 

[38] D. E. Rumelhart, G. E. Hinton, and R. J. Williams, “Learning representations by back-propagating errors,” Nature, vol. 323, no. 

6088, pp. 533–536, Oct. 1986, doi: 10.1038/323533a0. 
[39] Diabetes Research in Children Network (DirecNet), “CGM Dataset”. 2006. Accessed: Oct. 01, 2022. [Online]. Available: 

https://public.jaeb.org/direcnet/stdy/167  

[40] F. Pedregosa et al., “Scikit-learn: machine learning in Python,” Journal of Machine Learning Research, vol. 12, pp. 2825–2830, 
Jan. 2011. 

[41] H. N. Mhaskar, S. V. Pereverzyev, and M. D. van der Walt, “A deep learning approach to diabetic blood glucose prediction,” 

Frontiers in Applied Mathematics and Statistics, vol. 3, Jul. 2017, doi: 10.3389/fams.2017.00014. 
[42] G. Alfian, M. Syafrudin, M. F. Ijaz, M. A. Syaekhoni, N. L. Fitriyani, and J. Rhee, “A personalized healthcare monitoring system 

for diabetic patients by utilizing BLE-based sensors and real-time data processing,” Sensors (Switzerland), vol. 18, no. 7, Jul. 

2018, doi: 10.3390/s18072183. 
[43] N. L. Fitriyani, M. Syafrudin, G. Alfian, and J. Rhee, “HDPM: An effective heart disease prediction model for a clinical decision 

support system,” IEEE Access, vol. 8, pp. 133034–133050, 2020, doi: 10.1109/ACCESS.2020.3010511. 

[44] M. Syafrudin et al., “A self-care prediction model for children with disability based on genetic algorithm and extreme gradient 
boosting,” Mathematics, vol. 8, no. 9, p. 1590, Sep. 2020, doi: 10.3390/math8091590. 

[45] C. S. Yu, Y. J. Lin, C. H. Lin, S. Y. Lin, J. L. Wu, and S. S. Chang, “Development of an online health care assessment for 

preventive medicine: A machine learning approach,” Journal of Medical Internet Research, vol. 22, no. 6, Jun. 2020, doi: 
10.2196/18585. 

 

 

BIOGRAPHIES OF AUTHORS  
 

 

Ganjar Alfian     currently works as lecturer and researcher at Department of 

Electrical Engineering and Informatics, Vocational College, Universitas Gadjah Mada, 

Indonesia since 2022. Previously, he worked as Assistant Professor at Dongguk University-

Seoul, Republic of Korea for five years. In July 2017, he was a short-term Visiting Researcher 

with the VSB-Technical University of Ostrava, Czech Republic. He received Dr.Eng degrees 

from the Department of Industrial and Systems Engineering, Dongguk University, Seoul, 

South Korea, in 2016. His research interests include artificial intelligence, RFID, IoT, machine 

learning, carsharing, and simulation. He is listed in the World's Top 2% Scientist 2022 by 

Stanford University. He can be contacted at email: ganjar.alfian@ugm.ac.id. 

https://orcid.org/0000-0002-3273-1452
https://www.scopus.com/authid/detail.uri?authorId=56033523800


Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Utilizing deep neural network for web-based blood glucose level prediction system (Ganjar Alfian) 

1837 

 

Yuris Mulya Saputra     is a full-time lecturer at Department of Electrical 

Engineering and Informatics from Universitas Gadjah Mada since 2016. He obtained Ph.D. in 

Electrical and Data Engineering from the University of Technology Sydney (Australia) in 

2022. His research interests include mobile computing, energy and economic efficiency, 

machine learning, and optimization problems for wireless communication networks. He is 

affiliated with IEEE as a Member. He is currently an active Reviewer for various Q1 journals 

including IEEE TMC, IEEE JSAC, IEEE WCM, IEEE TWC, IEEE IoT Journal, IEEE WCL, 

and Elsevier JCLEPRO. He can be contacted at email: ym.saputra@ugm.ac.id. 

  

 

Lukman Subekti     is a full-time lecturer at Department of Electrical Engineering 

and Informatics from Universitas Gadjah Mada. He obtained master’s degree in Electrical 

Engineering from the Universitas Gadjah Mada (Indonesia) in 2001. His research interests 

include power system and electrical engineering. Currently, He is the head of Electrical Power 

Engineering Laboratory in Universitas Gadjah Mada. He has been leading research and 

projects related to application of power system for many areas. He can be contacted at email: 

lukmans@ugm.ac.id. 

  

 

Ananda Dwi Rahmawati     is undergraduate student at Department of Electrical 

Engineering and Informatics, Universitas Gadjah Mada, Yogyakarta, Indonesia. She has been 

working as Senior Cloud Engineer at PT Boer Technology for the last three years. She has a 

lot of experience to design, build, manage, and troubleshoot the cloud and microservices 

architectures. Her research interests include cloud system, microservices, devops culture, 

networking, distributed system, and cyber security. She is very active on contributing and 

sharing related with technical knowledge in several open-source and local community, such as 

Kubernetes ID, OpenStack ID, GDG Cloud Indonesia, and AWS Community Builder. She can 

be contacted at email: ananda.dwirahmawati313@mail.ugm.ac.id. 

  

 

Fransiskus Tatas Dwi Atmaji     is a full-time lecturer and researcher at Industrial 

and System Engineering School, Telkom University, Bandung, Indonesia. He received M.Eng. 

degrees from the Department of Industrial and Systems Engineering, Dongguk University, 

Seoul, South Korea, in 2011. Currently, he is Ph.D. student at Department of Mechanical and 

Industrial Engineering, Universitas Gadjah Mada, Indonesia. His research interests include 

manufacturing system, reliability and quality maintenance engineering. He has been leading 

research and projects related to application of data mining for manufacturing, production 

reliability and quality maintenance engineering. He can be contacted at email: 

franstatas@telkomuniversity.ac.id. 

  

 

Jongtae Rhee     received Ph.D. degree from the Department of Industrial 

Engineering and Operations Research, University of California, Berkeley, USA. He is 

currently a Professor with the Department of Industrial and Systems Engineering and the 

Director of the Industrial Artificial Intelligence Research Center, Dongguk University, Seoul, 

South Korea. He has been leading research and projects related to practical artificial neural 

network models, including for production and operation planning, personalized healthcare, and 

smart factory. His research interests include industrial artificial intelligence, machine learning, 

optimization, the internet of things, big data, and sensors. He can be contacted at email: 

jtrhee@dongguk.edu. 

 

https://orcid.org/0000-0001-8862-2004
https://www.scopus.com/authid/detail.uri?authorId=57191610119
https://orcid.org/0000-0002-9199-4295
https://www.scopus.com/authid/detail.uri?authorId=57212476103
https://orcid.org/0000-0002-5244-2201
https://orcid.org/0000-0002-1437-1721
https://www.scopus.com/authid/detail.uri?authorId=57164802100
https://orcid.org/0000-0003-1325-2322
https://www.scopus.com/authid/detail.uri?authorId=7202839361

