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 Combinatorial optimization problems are problems that have a large number 

of discrete solutions and a cost function for evaluating those solutions in 

comparison to one another. With the vital need of solving the combinatorial 

problem, several research efforts have been concentrated on the biological 

entities behaviors to utilize such behaviors in population-based metaheuristic. 

This paper presents bee colony algorithms which is one of the sophisticated 

biological nature life. A brief detail of the nature of bee life has been presented 

with further classification of its behaviors. Furthermore, an illustration of the 

algorithms that have been derived from bee colony which are bee colony 

optimization, and artificial bee colony. Finally, a comparative analysis has 

been conducted between these algorithms according to the results of the 

traveling salesman problem solution. Where the bee colony optimization 

(BCO) rendered the best performance in terms of computing time and results. 
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1. INTRODUCTION  

Nature oftentimes exhibits swarm intelligence, which is the collective behavior of self-organized 

particles. Swarm intelligence methods use a technique dependent on a search that employs a distributed 

approach in which each agent acts independently [1]. These agents work with their neighbors to learn more 

about the environment. 

Trendy optimization is increasingly relying on metaheuristic methods. Over the last three decades, a 

vast range of metaheuristic algorithms has arisen, and several of them, such as the optimization technique 

known as particle swarm optimization (PSO), which is gaining more and more popularity [2]. The majority of 

Metaheuristic algorithms are inspired by nature [3], [4], for instance, ant colony optimization (ACO) [5], PSO 

[6], and cuckoo search algorithms [7]. Several new Metaheuristic algorithms have been produced after the 

coming to light of swarm intelligence approaches like the PSO that appear in the 1995s, and these techniques 

have been used in practically different fields of optimization, text mining [8], scheduling and planning [9], and 

machine intelligence [10]. 

According to a recent study, the Bee algorithm acts particularly better or at least analogous to other 

swarm intelligence algorithms [11]. The bee algorithm is a swarm intelligence algorithm inspired by bees' 

behavior [12]. Since the evolution of the bee algorithm, it has been applied to solve various varieties of 

problems [13]. 

The goal of this study is to discuss two kinds of bee algorithms, optimization algorithms inspired by 

honey bees' natural foraging and behavior, for finding an optimal solution. Both an exploitative neighborhood 

search and a random explorative search are performed by this algorithm. Bees have a distinct search pattern 

https://creativecommons.org/licenses/by-sa/4.0/
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that makes them have many methods for finding food. Two different types of bee algorithms based on behavior, 

communication, components, and decision-making will be presented, by employing these algorithms for 

solving the traveling salesman (TSP) problem. The remains parts of the paper are organized as described as 

follows: artificial bee colony algorithm (ABC) and bee colony optimization (BCO) algorithms were discussed 

in section 2 along with their methodology. Section 3 provides the suggested experimental setup and solution 

approach for TSP, and presents the experimental findings, while section 4 presents a conclusion. 

 

 

2. BEE ALGORITHMS METHODS 

Since the evolution of the bee colony algorithms, it has tempted much awareness for its superior 

characteristics. In the three last decades, various versions of BCs have been used for diverse problems. This 

section presents a brief review of two BCs algorithms. 

 

2.1.  Artificial bee colony algorithm 

A metaheuristic technique known as ABC is described as one in which artificial bees work together 

to find the best solutions to numerical optimization problems. Generally, this algorithm needs extensive 

resources and a larger computational time [14]. ABC is one member of the swarm intelligence that simulates 

the behaviors of honey bees to locate food, as presented by Karaboga [12]. Honeybees employ waggle dances 

and other mechanisms to enhance the position of food sources and discover a new one. 

In the ABC algorithm, the bees move around in a search space that has multiple dimensions, and 

certain bees (employed and onlookers) prefer food sources according to their expertise and partners, and then 

determine the location. Some bees choose a food source at random, without any prior knowledge or experience. 

If the quantity of nectar from a new source is greater than the amount of nectar from the prior source (based on 

the memory of the bee), the new location will be kept in memory and will overwrite the old position. In this 

algorithm, the local search techniques that are performed by employed and onlookers bees are merged with a 

global search approach that is managed by onlookers and scouts [15]. 

In the hive, both the employed and onlooker bees are divided equally. The employed bee's number 

equaled the number of food sources available. At each source of food, there is a single employed bee at that 

place. The food source quality, which is associated with the location, represents the fitness value [16]. The 

technique employed by bees to find sources of food is utilized to locate the best solution [17]. The steps 

involved in the ABC algorithm are depicted in Figure 1. 

 

 

 
 

Figure 1. Steps of the ABC algorithm [14] 
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The investigation of food sources is done by employed bees and then sharing their information to 

recruit the onlooker bees. Depending on this information, the onlooker will decide which food source will 

choose. The source of food with higher quality will be chosen by the onlooker bees over the food source with 

a lower quality. When a food source is ignored by both employed and onlooker bees because it is of low quality, 

the employed bee transforms into a scout bee that seeks new food sources at random. The algorithm is described 

in more depth: 

The first step that needs to be done is to generate initial food source locations that are distributed at 

random. The process is shown in (1): 

 

𝐹(𝑥𝑖), 𝑥𝑖 ∈ 𝑅𝐷 , 𝑖 ∈ {1,2, … … . , 𝑆𝑁} (1) 

 

where xi represents the location of the food source as a D-dimensional vector, the objective function is denoted 

by F(xi) which dictates how best a solution should be, and the food source's number is indicated by SN. 

Following that, the population is put through reiterations of three main steps, which are referred to as: updating 

feasible solutions, selecting feasible solutions, and avoiding suboptimal solutions, respectively. All employed 

bees choose a new candidate food source location to update feasible solutions. The decision is made depending 

on the neighbors of the previously chosen source of food. According to (2) is used to compute the location of 

the new food source. 

 

𝑣𝑖𝑗 = 𝑥𝑖𝑗 + Ø𝑖𝑗(𝑥𝑖𝑗 − 𝑥𝑘𝑗)  (2) 

 

Where vij indicates a newly viable solution that has been updated. xij stands for the solution that came before 

it, xkj is the solution that is immediately neighboring to it, and the random number Øij falls within the range  

[-1,1]. This value is the one that determines how the previous solution is modified during the next iteration so 

that it can evolve into the new solution. K∈{1,2,…,SN} and j∈{l, 2,… , D}. A difference in location along a 

particular dimension is denoted by the notation (xij-xkj). Based on the fitness value, the location of the old 

source of food that was stored in the memory of the employed bee will be substituted by the new food source 

location, when the fitness value offered by the new position is superior to that of the previous one. Employed 

bees will share the fitness value of new sources of food with the onlooker bee when going back to the hive. 

According to the fitness value acquired from the employed bee, every single onlooker bee will choose one of 

the suggested sources of food. The probability of choosing the source of food is depicted by (3): 

 

𝑃𝑖 =
𝑓𝑖𝑡𝑖

∑ 𝑓𝑖𝑡𝑆𝑁
𝑛=1 𝑛

  (3) 

 

where Pi is the probability of an onlooker selecting a food source which it is increase when the fitness value 

increases [18]. Fiti represents the fitness value of the source of food i. Then, onlooker bees will fly to the 

specific food source and choose a new candidate source of food location in the neighborhood of the picked 

food source. To avoid suboptimal solutions, within the third stage, the source of food that does not enhance the 

value of fitness will be left and changed to a new location which is selected by the scout bees randomly [14]. 

The scout bee's new random position will be calculated using (4). 

 

𝑥𝑖𝑗 = 𝑥𝑗
𝑚𝑖𝑛 + 𝑟𝑎𝑛𝑑[0,1] ∗ (𝑥𝑗

𝑚𝑎𝑥 − 𝑥𝑗
𝑚𝑖𝑛) (4) 

 

Where xmin represents the lower bound of the food source location while the xmax indicates the upper bound of 

the location of the source in dimension j [19]. Max cycle number (MCN) is a termination condition that is used 

to specify the number of iterations. The operation will be continued until the objective function's output meets 

a predetermined the value of threshold or the iteration number reaches the MCN. The choice of a threshold 

value that is equivalent to either the global minimum or maximum value is made under the type of optimization 

problem being addressed [20]. ABC was used in many applications such as constrained problem optimization, 

numerical assignment problem, and bioinformatics fields [21]. The successful application of ABC and its rapid 

growth was caused to the development of the other versions of the algorithm which will be presented in the 

next subsection.  
 

2.2.  Bee colony optimization algorithm 

The BCO is a population-based algorithm. It mimics the behavior of bees in nature to a greater degree. 

This algorithm is distinguished by the presence of scout bees, an essential role of hive location, and a recruiting 

method that is more similar to the natural one. In BCO, artificial bees work together cooperatively to solve 

complicated combinatorial optimization problems [22]. 
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At the start of the search process, all artificial bees exist in the hive. Artificial bees intercommunicate 

directly with each other during the process of search. Each one of bee executes a sequence of local movements 

and gradually builds a solution to the problem. Bee continues adding components of solution to the current 

partial solution till one or more viable solutions are constructed. In BCO, several iterations are performed 

throughout the search process. The first iteration of the process is considered finished when the bees produce 

one or more viable solutions for the first time. After saving the better solution found during the first iteration, 

will start the second iteration. In this manner, bees incrementally develop solutions to the problem in the second 

iteration and continue with subsequent iterations. At the end of per iteration, one or more partial solutions have 

been generated [23]. 

Artificial bees in the BCO collaboratively search to find the optimal solution, where one solution to 

the problem is generated by each artificial bee when a forward pass or backward pass is performed by the bees 

as they fly through the search space. In every forward pass, artificial bees explores the search area and generates 

diverse partial solutions. where the bees use a predetermined number of movements to create or enhance the 

solution, producing a new solution. They accomplish this through a mixture of individual exploration and 

cooperative past experience. After that, the bees will execute the backward pass process, where they go back 

to the hive again after finding a new partial solution. Information about solution quality is exchanged 

throughout the hive among all bees. This implies that every bee is involved in the decision-making process. 

The value of an objective function is calculated. After evaluating all of the possible solutions, each bee decides 

with a certain probability regarding whether or not to leave the formed partial solution and become an 

uncommitted follower, continue to expand the newly constructed partial solution without recruiting the nest-

mates or dance to recruit the nest-mates before returning to the newly constructed partial solution. Relying on 

the quality of the solutions that are produced, every bee displays a distinct level of allegiance to the route that 

leads to the previously found partial solution. This level of allegiance is determined by the quality of the 

generated partial solutions. 

The bees expand previously constructed partial solutions via the second forward pass, then use the 

backward pass again, and after that go back to the hive. within the hive, bees partake decision-making process 

again, execute a third forward pass, and so on. When one or more viable solutions are found, the iteration 

comes to a close [24]. The forward and backward passes are seen in Figures 2 and 3. 

 

 

 
 

Figure 2. Forward pass phase [25] 

 

 

 
 

Figure 3. Backward pass phase [25] 
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To create all possible solutions (one solution per bee), the forward and backward passes are alternated 

through the process [26]. When all of the solutions have been fulfilled, the best is chosen and used to modify 

the global best solution, by accomplishing an iteration of the BCO. All solutions are discarded at this moment, 

then a new iteration can begin. The algorithm repeats the process until a terminating condition is reached. The 

maximum allowable central processing unit (CPU) time or the max number of forward-backward passes, and 

so on are examples of possible stopping conditions. Finally, the best-found solution (also known as the global 

solution) is declared the final solution. 

Similarly to dynamic programming, The BCO also works in steps to address combinatorial 

optimization problems [27], where one optimization variable is used in each of the steps. Let us represent a 

bounded number of pre-stages by ST = (st1, st2 , ... , stm), where m represents the stages number. The number 

of bees used in the search process is denoted by B, while the total iterations count is denoted by I, and Sj (j=1, 

2,..., m) represents a collection of partial solutions for stage stj [28]. The following steps depicted the BCO 

algorithm [22]: 

 
Step1: beginning(set the bee numbers (B) and the iterations number I, Pick the set of stage 

ST=(st1,st2,…….,stm), which represents the number of productive movements during the one 

forward pass.  

Then, locate any viable solution x of the problem(this solution represents the initial 

solution). 

Step2: Set i:=1, Execute the next steps until i=I: 

Step3: Set j:=1, Repeat the following steps until j=m: ( m is the number of stages) 

Forward pass: Let bees leave the hive and generate partial solutions (B) from Sj at stage 

stj. 

Backward pass: All bees return to the hive. it communicates with one another about the quality 

of the partial  

 solution, and become an uncommitted follower. 

 Expand the same partial solution without attracting nestmates, or dance to recruit 

nestmates  

 before going back to the generated partial solution. 

 Adjust, j:=j+1. 

Step4: If the best solution xi is better than the current best solution x, then the current 

best solution should be updated ( x:=xi). 

Step5: Increment the I, i=i+1. 

 

 

3. RESULTS AND DISCUSSION 

TSP is a well-known combinatorial optimization problem and is NP-hard in nearly all of its forms. It 

is addressed by determining the best route across a list of cities, each of which is visited exactly once, then the 

salesman returns to the initial city with the shortest distance possible. The dilemma of the traveling salesman 

is merely used to illustrate the properties of the performed algorithms in this study. 

Experiments are designed to evaluate the performance of the ABC and BCO algorithms by comparing 

algorithm implementation in terms of the ability to solve combinatorial problems and algorithm efficiency. 

The algorithms were implemented using python with JetBrains PyCharm Community Edition 2017.1.4 x64 

and executed on a machine that has the Corei3 CPU with a processing speed of 1.5 GHz and 8 GB memory. 

Initially, the data was produced at random, consisting of several nodes, each representing one city. To keep 

things simple, nine cities will be chosen. Figures 4 and 5 show the data spread in 3D and 2D space, respectively. 

 

 

  
  

Figure 4. Data distribution in three-dimensional 

space 

Figure 5. Two-dimensional data distribution 
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The search space, as it is commonly known, consists of a set of possible solutions. The search space 

of N cities in the TSP case has (N-1)! potential solutions [29]. That is to say, there will be 40320 different paths 

to get from one city to another. The ABC and BCO algorithms will be used to discover the shortest possible 

route that passes to each city exactly once. 

The first experiment was performed to determine the optimal path by applying the ABC algorithm, 

Each algorithm has a set of control parameters that are necessary for it to operate effectively. A control 

parameter's first value is a maximum number of cycles: in this experiment, the MCN value has taken equal to 

1500. The second variable in this experiment is the maximum population size set to be 100. The number of 

runs of the next parameter was set to 80 for the experiment. It should be remembered that each run has MCN. 

Dimension is another parameter, and it is dependent on the number of cities. The population is divided into 

50% employed bees, 50% onlooker bees, and 20% scout bees. The algorithm found the shortest path through 

travel in the cities 1-3-7-4-5-6-8-9-2 with distance=549.882 and elapsed time=0:14:38.694266 as shown in 

Figure 6. 

 

 

 
 

Figure 6. Diagram of the best path with the ABC algorithm 

 

 

The second experiment is conducted to evaluate the performance of BCO. The performance is 

compared with the original ABC for solving the TSP problem. The parameters of the algorithm were set as 

follows: several bees=300, stages number=3, probability of bees to be scout bee=10%. The BCO satisfied the 

shortest path through travel the cites 4-7-3-1-2-9-8-6-5 with distance=447.4063266633628 and Elapsed 

time=0:00:26.876552, as shown in Figure 7. 

 

 

 
 

Figure 7. Diagram of the best path with the BCO algorithm 
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The ABC integrates a local search strategy used by employees and onlookers bees with a global search 

strategy controlled by onlookers and Scouts. That is, it used a selection process (greedy selection) to obtain the 

best solution, Consequently, the algorithm often demands a lot of processing resources and time. On the other 

hand, the BCO strategy is built on cooperation. Artificial bees canFig be better efficient when they work 

together. The BCO provided high-quality outcomes, where it was able to get values that are extremely near to 

the optimal value of the objective function. The BCO requires very low time to identify the optimal solution. 

In other terms, it could produce a good solution in a reasonable computing time. 

 
 

4. CONCLUSION 

The purpose of this work is to provide a general understanding of the two well-known bee technologies 

and to conduct an in-depth analysis of the manner in which they behave. ABC and BCO are two of the most 

prominent swarm intelligence strategies for obtaining appropriate solutions for optimizing problems in a fair 

amount of computation time. To achieve this objective, this paper analyzes these technologies' popular variants 

and their use to solve the TSP problem and locate the better technique for finding the optimal solution. This 

study found that ABC and BCO algorithms are well-suited for solving combinatorial problems. They 

successfully solved the TSP problem, where ABC achieved a good solution with a feasible cost. Also, the BCO 

solved the problem with a shorter distance and less time. The outcomes demonstrate that the BCO method 

outperforms the ABC algorithm in finding the optimal solution regarding distance and elapsed CPU time. 

Consequently, the conclusion is that the BCO algorithm can reach significantly better solutions to 

combinatorial problems. 
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