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 In today’s world most of the people use social networking sites such as 

Twitter. They share their opinions and their views. through these media. 

Grouping these users will help us in different ways such as product 

recommendation, opinion mining, characterization of users based on their way 

of expressing their feelings. In this work, we present a technique to group the 

users based on the textual contents of the tweets. This technique is based on 

an unsupervised approach of machine learning that is clustering. A method is 

presented for representing the users using vector space model and TF-IDF 

weight scheme. K-means algorithm is employed for grouping the users using 

cosine distance as a distance measure. For the evaluation of this method, we 

construct a Twitter user dataset by using the Twitter application programming 

interface (API). A new technique is also proposed for characterization of the 

clusters formed. The experimental results are promising and from the study, 

it is found that the users in the clusters formed could be well defined by using 

the proposed cluster characterization technique. 
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1. INTRODUCTION 

Now-a-days most of the people use social networking sites to present their opinions and their views 

[1]. Through social media, people post their thoughts and share information with each other. They express their 

feelings through their comments and posts. Different people have different writing styles, use different words 

to express their feelings or opinions on different topics. Words used by the users to express their feelings give 

an indication on the inherent character of the users and their involvement on different topics [2]. Words are 

used by human beings to express their opinion, feelings, observations, emotions with different intensity values. 

People with the same kind of opinion or feelings also use different words to share their opinion or feelings. 

Some of our words convey meaning, some convey emotions, and some produce actions. Expressing emotions 

on a social platform is an even more difficult and sensitive task. The words used by the users give a picture on 

the behavior of a person when communicating in a social media platform. The personality of the users can be 

explored by examining linguistic style of the users [3]. Basically, using the words the users use in their posts, 

the users could be categorized in different classes. In short, through the contents and writing styles of comments 

and posts posted by users, characteristics of users are believed to be predicted. Grouping of users may help us 

in many ways such as recommending products [4], characterization of users based on their way of expressing 

their feelings etc. Analysis of users is an important area because it helps us to identify and characterize different 

types of users [5]. So, in research on social networks, user analysis has gained attention [6]. 

Twitter is one of the most popular social media platforms [7], [8]. It is widely used by different kinds 

of people with different backgrounds. Therefore, it is a good platform to be used to classify various people and 

categorize them. At the same time, it is challenging too. In Twitter, users can express their feelings with a 
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limitation of 280 characters [9]. So, it is actually a difficult task to find the characteristics of a user with such 

a limitation in words. Therefore, using tweets to classify users is a challenging task. The contents of the tweets 

are used in this work and analyzed to classify the users to find hidden pattern and knowledge. 

User analysis in sentiment analysis area, mainly involves supervised techniques (such as classification 

and regression) and unsupervised techniques (clustering) of machine learning [10]. The accuracy of the 

supervised techniques is relatively high but the main problem with these techniques is that they are costly and 

need human interaction. Also labeled data is needed to perform these techniques. In this era where a very large 

amount and complex nature of data are produced every now and then from various platforms, these data often 

are not labeled, and to label the data a significant effort is required to be made by individuals with domain 

knowledge. So, it is an important task to group the data into meaningful clusters without having any prior label 

information. So, the unsupervised techniques i.e., clustering techniques become very useful in user analysis 

where there is no labeled data available. Although the accuracy of clustering is not as high as supervised 

methods, using the clustering techniques, the knowledge which is hidden could be found. Moreover, in some 

works [11], [12], it has been proved that accuracy of unsupervised methods could be enhanced to the level as 

that of supervised techniques in sentiment analysis area. 

In this work, we attempt to categorize the users of Twitter with the help of the contents of their tweets. 

Moreover, here inherent information from the users is attempted to be extracted i.e., a categorization is 

attempted to be achieved where groups that are not predefined are obtained. Several works have been done to 

categorize the users but a single and specific viewpoint is analyzed in most of them, such as organization 

detection [6], [10]–[12], bot detection [13]–[17], political orientation detection [18], and age prediction [19]. 

In this work, a single perspective is not considered; rather the users are clustered and analyzed in general but 

considering the sentiment of the users. Users are classified based on the sentiment related words they frequently 

use in their tweets to express their feelings or opinions towards various topics or matters. Therefore, a vector 

space model is used to represent the users where only sentiment related words used by the users are considered 

as features. To classify the users into different clusters, the unsupervised approach of machine learning, which 

is clustering technique, is used employing the K-means algorithm. Here cosine distance is used in K-means as 

a distance measure. Also, a new characterization technique for the clusters obtained is proposed in this work 

for analyzing the users in the clusters based on the words used by the users. 

The works mentioned above that are done on user analysis are all based on supervised techniques. 

Only a few works on categorizing or grouping Twitter users using unsupervised techniques of machine learning 

are found in the literature. In the study done in paper [20], the authors collected the data from a particular 

company, Nike. Once the features are extracted from the data, they use principal component analysis (PCA) 

for pruning the features. Then the K-means clustering algorithm is used on the data to find out the clusters 

using those features. They used the silhouette measure to obtain the optimal number of clusters and developed 

a metric to measure the quality of the clustering. Finally, they performed manual labeling on the clusters 

obtained by their proposed method. In the work mentioned in the paper [21], a study is done to analyze the 

behavior of the users along with the activeness of the users with respect to the time. Moreover, the authors 

examined to see how the quality of the clusters formed at different time intervals could be enhanced for top-k 

trending topics using these criteria. To categorize the social media users effectively for top-k trending topics, 

an activeness score function is defined in this research. In another study done in paper [22], the optimal cluster 

set is attempted to be obtained by the authors. To do this, hierarchical clustering is applied to the users to 

produce overlapping clusters at different levels of hierarchy. Then, they use mean and standard deviation to 

obtain the optimal cluster sets from the different sets of clusters. However, our work is different from all the 

above work as the focus of the proposed work is on how the users are clustered or grouped based on their 

sentiment related views which are shared through their tweets.  

The contributions of this work are: i) for the evaluation process, a new Twitter user dataset is generated 

by extracting the tweets from the Twitter using Twitter API; ii) a representation method is presented to 

represent the users using the sentiment related words; iii) presenting a clustering-based method for 

categorization of users of Twitter; and iv) a new characterization technique is proposed to characterize the 

clusters of users. The rest of the paper is organized as follows. Section 2 contains the method adopted in this 

research followed by section 3 in which the experimental results are discussed in detail. The paper is concluded 

in section 4 with some outlines of the future work. 

 

 

2. METHOD 

The proposed method for grouping the Twitter users can be divided into three major steps-first one is 

the preprocessing of the dataset and to construct the vectors for representing the users of the tweets, the second 

one is clustering the users. Again, the third step is the characterization of clusters formed in the second step. 

Figure 1 shows the working of the proposed method. 
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Figure 1. The proposed method 

 

 

2.1.  Extraction of the tweets of users 

In this step, tweets are collected for each user from Twitter using the Twitter API. For each user, a 

separate file is maintained containing the tweets posted by that user. Then the collected data are subjected to 

pre-processing. 

 

2.2.  Pre-processing of the dataset  

The input data for this phase is the separate text files, which are maintained for each user to store the 

tweets of that user. In this phase, the following processes are carried on the input data for preparing to be used 

in the next phase. The processes are described in detail. 

 

2.3.  Extraction of “hashtag” information 

In this step, the “hashtag” information presented in the tweets is extracted from the tweets and stored 

in a variable. Since the “hashtag” may carry important information so we keep this information. In this step, 

“hashtag” information is not removed from the tweets but extracted to be stored. Here the “re” module of 

python which is used to work with regular expressions is used to accomplish it. 

 

2.4.  Applying basic pre-processing related to the tweets 

In this step, the basic cleaning related to the tweets is done. This includes removing of emojis, 

hashtags, mentions, smileys, URLs, and reserved words (RT and FAV). For accomplishing it, the 

“preprocessor” package from python is used. 

 

2.5.  Adding “hashtag” information 

It is already mentioned that “hashtag” information carries useful information since when “hashtag” is 

used in a tweet, all other tweets that includes the same “hashtag” are linked to it. So people can follow the 
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theme in which they are interested by following the “hashtag”. After basic cleaning, the “hashtag” information 

previously stored is added in the cleaned contents of the tweets obtained from the previous step. 

 

2.6.  Removing the digits 

Digits are considered to be non-informative data in our analysis. Therefore, it is essential to remove 

this type of data from the set. After adding the “hashtag” information, the digits are removed from the tweets. 

The same python package “re” is used here for this purpose. 

 

2.7.  Converting the text to lowercase 

As the data are English texts, we need to convert the text into a normalized case text. Usually, text 

data in the dataset may consist of several occurrences of upper-case characters. In this step, all the letters are 

converted to lowercase.  

 

2.8.  Negation handling 

Negations can change the polarity of the other words in a sentence. For example, ‘not good’ will mean 

‘bad’. In this work, negation handling is important, because here the words play the main role for categorizing 

the users. So, if negations are not handled properly, the meaning of the words in a sentence where a negation 

word is present will mean differently. For handling negations, we use the antonym relationships from WordNet, 

where WordNet is a large lexical database of English [23]. We keep a list where, the negation terms such as 

no, not, never etc. are stored. Whenever a negation term is found in a sentence, for each sentiment related word 

present in the sentence, we extract a list of the antonyms of that word from the WordNet. Here, adjectives and 

adverbs are considered as sentiment related words, since adjectives and adverbs are good representatives of the 

sentiment related words [24]. After this, the word along with the negation term is replaced by the first word in 

the antonym list. 

 

2.9.  Stop word removal 

The sentiment perspective of users is considered in this work. Therefore, the focus of this work is on 

the sentiment related words only. So, stop words are not needed to be kept in this work and hence they are 

removed from the text. 

 

2.10.  Punctuation removal 

Punctuations are removed from the data set prepared for processing, as they normally do not contribute 

to decision that we intend to extract. They are not needed in the text to be processed in the next steps. In this 

step, all such punctuations are removed. 

 

2.11.  Removal of non SentiWords from the tweets 

Since we are going to classify the users according to their sentiment perspective, so only sentiment 

related words in these files are kept. As mentioned earlier, adjectives and adverbs are good representative of 

the sentiment related words. That is why, from the tweets of the users, the words other than the adjectives or 

adverbs are removed and only SentiWords (adjectives and adverbs) are kept in the files. To determine the 

adjectives and adverbs from text, the nltk pos-tagger of python is used here. 

 

2.12.  Removal of infrequent words from the tweets 

In this step, for each user, a list of distinct words is extracted from all the tweets of the user. The 

frequencies of words in the tweets for that user are also stored. Words with lower frequencies are considered 

to be of lesser informative. For each user, words with the frequency are then removed.  

 

2.13.  Feature set construction 

In this step, a master word list of distinct words is constructed from all the lists of the distinct words 

created for the users. The master word list represents the feature set and the words in this list represent the 

features in the feature set. These are considered as significant informative tokens and shall contribute to the 

decisions during analysis. 

 

2.14.  Vector space model construction 

From the master word list created for the users, a matrix is formed where each row represents a user, 

and each column represents a feature in the feature set. Term frequency-inverse document frequency (TF-IDF) 

weight scheme is used to weigh the words (features) of the users in the matrix. As discussed earlier, each user 

is represented by the list of frequent sentiment words that are used by the user and so one such list will 

correspond to one document in the definition of TF-IDF. In this scheme, term frequency (TF) measures the 
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importance of a particular word in the document and the importance of the word in the corpus is measured by 

using inverse document frequency (IDF). The mathematical expression of TF is: 

 

 𝑡𝑓𝑖,𝑗 =
𝑡𝑖

𝑙𝑗
 (1) 

 

where ti is the frequency of term i, lj is the length of document j where term i has occurred. Again, the 

mathematical expression of IDF is: 

 

𝑖𝑑𝑓𝑖 = log(
𝐷

𝑑𝑓𝑖
)  (2) 

 

where D is the number of all the documents under consideration and dfi is the number of documents where 

term i occurs. Now for term i, the mathematical expression of TF-IDF is (3). 

 

𝑡𝑓𝑖𝑑𝑓 = 𝑡𝑓𝑖,𝑗 × 𝑖𝑑𝑓𝑖  (3) 

 

2.15.  Clustering on users using K-means algorithm 

In this work, on the matrix that we have created, K-means clustering algorithm is applied to categorize 

the users using the cosine distance measure. In general, in K-means the centroids are selected randomly [25]. 

If the selected centroids are of the same type or in same cluster, then this leads to poor clustering result. That 

is why we have used K-means++to find out the initial centroids. K-means++is a smart technique for centroid 

initialization [26]. Then the centroids obtained by using K-means++are used as the initial centroids for K-

means algorithm. Cosine distance: using this measure, the similarity of the two vectors is computed by 

measuring the cosine of the angle between them. The cosine distance between two vectors of attributes, A and 

B, is represented by: 

 

cos 𝜃 =
𝐴.𝐵

⃦𝐴  ⃦  ⃦ 𝐵  ⃦
=  

∑ 𝐴𝑖𝐵𝑖
𝑛
𝑖=1

√∑ 𝐴𝑖
2𝑛

𝑖=1 √∑ 𝐵𝑖
2𝑛

𝑖=1

 (4) 

 

2.16.  Characterization of clusters of users 

Next, we present a new characterization technique to characterize the clusters that were formed after 

applying K-means algorithm on the vectors representing the users. Our aim is to find out a set of good 

representative words for each cluster. A word will be a good representative for a cluster if it is more frequent 

in the cluster but not frequent or less frequent in other clusters. To do this, each cluster is represented by the 

words that are used by the users in the cluster. then a score is given to each word in the clusters using the 

concept of word frequency-inverse cluster frequency (WF-ICF). The score WF-ICF is the multiplication of 

word frequency (WF) and inverse cluster frequency (ICF) of a word. WF is the number of times the word 

appears in a particular cluster and ICF is the inverse of the average of the occurrences of that word in other 

clusters. Basically, WF is the frequency of the word in the cluster and ICF is the inverse of the average of CF 

values of the word in other clusters. So, if the WF-ICF value of a word w in a cluster is large then it means that 

the word w is frequent in the cluster but infrequent or less frequent in other clusters. So, we take the words with 

largest value of WF-ICF of a cluster as representative.  

Here one problem may arise that if a word is frequent in cluster C but its appearance in other clusters 

is 0, then the ICF cannot be computed because it leads to ‘division by zero’ error while calculating the ICF 

value. That is why whenever we see that a word is frequent in one cluster but its appearance in the other clusters 

(CF value) is 0, the value of ICF is taken as 1. The reason behind doing this is that the ICF value increases as 

the CF value decreases. The theory behind this is that if a word is frequent in one cluster and the appearance 

of the word in other cluster is 0, according to our logic, its chance of becoming a representative for the cluster 

where it is frequent will be the highest. Definition of WF-ICF: Let C= (c1, c2, c3, …, cn) be a set of clusters. 

We are to find the characterization of the clusters in the set C. Let c be the cluster under consideration. The 

cluster c can be expressed as the set of words {w1, w2, w3, …, wm}, where each wi, (i=1 to m) is a word used by 

a user in the cluster c. So, for a word w in a cluster c, WF is the number of occurrences of w in cluster c. 

ICF is the inverse of the average of frequency values of the word w in clusters other than c. Let, CF 

be the total number of occurrences of w in other clusters and N be the number of such clusters containing w, 

then ICF can be expressed mathematically as (5). 

 

𝐼𝐶𝐹 = {
                         1,                    𝑖𝑓 𝐶𝐹 = 0 𝑤ℎ𝑖𝑐ℎ 𝑚𝑒𝑎𝑛𝑠 𝑁 = 0

1/((𝐶𝐹 + 1)/𝑁),                                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (5) 
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From the definition mentioned above, it is clear that ICF values are strictly less than 1 in all cases 

except the first case in which its value is 1. Now word frequency-inverse cluster frequency, WFICF of a word 

w can be expressed mathematically as (6). 

 

𝑊𝐹𝐼𝐶𝐹 =  𝑊𝐹 × 𝐼𝐶𝐹 (6) 

 

In this scheme, for the same CF value, the ICF value will be less if the number of other clusters 

containing the term i. e., N is smaller. For example, suppose in case 1, N=1, CF=10 and in case 2, N=2, CF=10, 

then in case 1, ICF will be 1/11 and in case 2, it will be 2/11. So, the value of ICF in case 2 is greater than the 

value of ICF in case 1. It means if value of CF of a word is same, the appearance of the word in more clusters 

is better than its appearance in a smaller number of clusters. It is because, if a word appears in large number of 

clusters, then the frequency of that word in individual outside cluster will be less and this is needed for a word 

to become a representative of a cluster. 

 

 

3. RESULTS AND DISCUSSION 

For evaluating the proposed method, the silhouette measure is used. This is a metric using which the 

goodness of a clustering technique is computed [27]. We experimented with our created dataset, and 

experimental results are presented. The process which is used to create the dataset is also described here. 

Quantified information of the dataset is also included in this section. 

 

3.1.  Experimental data collection 

For the evaluation process of the proposed method, we have constructed a Twitter user dataset by 

using Twitter API. This dataset contains 150 tweets in average from 1,557 users. We created a list of names of 

Twitter users. For creating this list, we first search tweets using geo code for some locations and extracted the 

list of tweets. We use “39.8, -95.583068847656, 2,500 km” search string to get tweets from the lower 48 states 

of the USA with radius of 2,500 km, “53.81982, -2.406348, 500 km” search string to get tweets within 500 km 

of the whalley arms public house in Whalley UK. Also, we use the search string “40.714353, -74.0059, 5,000 

km” to get tweets around the area within 5,000 km from New York City. From the information related to the 

tweets, for each location, names of the users of the tweets are extracted in separate lists. From these lists distinct 

users’ names are extracted. Then the lists are merged. Moreover, we add names of some random celebrities 

from India to the list of users’ names. Again, some users from the list of users’ names are not accessible. So, 

we eliminated those users from our final list of users’ names. So, the final list contains 1,557 users. In this way 

we have constructed the Twitter user dataset to be used for the experiment of the proposed method. 

 

3.2.  Results and analysis 

After basic pre-processing related to the tweets is done, we applied negation handling, stop word 

removal and punctuation removal to each of the tweets. Then for each user, a list is created which contains the 

distinct words that are extracted from the tweets of the user. In other words, these lists contain the words that 

are used by the user. After this step, we keep only SentiWords that is the adjective and adverbs from the list 

and other words are removed from the list. Now the words with low frequency are removed from the list using 

a considered threshold. In our experiment the words with frequency 2% of the total words for a particular user 

and above are kept. After doing these two steps, some files had no contents in it. So those files are removed. 

After getting the lists for each user, a master word list is created which contains all the distinct SentiWords 

from the lists of words. The master word list contains 1,003 words. Then the vector space model is created 

using TF-IDF weight scheme from the lists of words for each user and the K-means algorithm is applied on it. 

Here, we must select the optimal number of clusters. To get this, we ignore illogical solution of k=1, and 

consider k=15 as upper-bound value in this work as in our work, it seems reasonable. Then K-means algorithm 

is run iteratively for the values from k=2 to k=15 and for each result silhouette coefficient is calculated. So 

experimentally we get optimal value of k=15 with Silhouette measure=0.0353. From the 15 clusters two 

clusters are removed as these two contains a smaller number of users. That is why these two are considered as 

noise. So, we now have 13 clusters. After obtaining the clusters in the second phase, in the third phase, a 

computation is performed in which, a characterization of each cluster is done by extracting words that have 

high WF-ICF values. The first ten words with highest WF-ICF values are used as representative words for each 

cluster. In Table 1, the representative words of the clusters with their WF-ICF values are shown. 

Using this scheme, some of the clusters obtained are very well definable. Cluster 1 is a group of users 

who mainly use words having negative emotion such as ‘violent’, ‘hateful’, ‘obsessed’, ‘sad’ etc. Cluster 2 is 

a group of users who use the words ‘kindly’, ‘dear’, ‘gracious’ frequently and so this group of people are sober, 

gentle, and soft spoken. Cluster 3 is a group of people who have a nature of appreciating other people or objects. 
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From the words used by cluster 5, a positive attitude towards society and the future is being seen. Cluster 6 is 

the only cluster where the terms ‘democratic’ and ‘needy’ are used and this group may represent people actively 

engaged or are interested in politics. Cluster 7 is a group of people who have a nature of being grateful and 

having a positive attitude. The word ‘global’ is present in cluster 8 with high frequency, which is not frequent 

in any other cluster. Also, the words ‘rank’, ‘high’, ‘heavy’, ‘difficult’ and ‘firm’ are frequent in this cluster. 

This may indicate that people in this cluster are interested in global problems. Cluster 9 is a group of users who 

dominantly talk about fatigue related words like ‘wan’, ‘tired’. Cluster 10 has the words ‘daily’ and ‘everyday’ 

with high frequency values. Also, the word ‘halal’ is present only in this cluster. Users in cluster 11 use words 

like ‘crying’, ‘cut’, ‘upset’, ‘poor’ which are related to sad emotion and so they are mostly unhappy. Users in 

cluster 12 use words like ‘game’, ‘round’. mostly and so have an interest in games. Similarly, the users in 

cluster 13 use a special word ‘pandemic’. Further investigations are required to ascertain the patterns that have 

been discussed here. From the results obtained from the experiments performed using the proposed method we 

are able to categorize the users in different groups, where the groups are not specified earlier. That means we 

are able to extract or find out some hidden information from the text used in the tweets by the users without 

giving any pre-specified labels. The groups are created based on the sentiment perspective of the users. 

Moreover, the users in the groups or the clusters are well defined using the proposed scheme. 

 

 

Table 1. The representative words of the clusters with their WF-ICF values 
No. Representative words with their WF-ICF values 

1 (True, 21.176470588235293), (violent, 2.4), (regular, 2.333333333333333), (finished, 2.0), 
(Sweet, 1.8285714285714285), (hateful, 1.7999999999999998), (similar, 1.6666666666666667), (vocal, 1.6),  

(obsessed, 1.5555555555555554), (sad, 1.5211267605633803) 

2 (Kindly, 7.0), (dear, 3.6), (gracious, 2.0), (otherwise, 1.6), (course, 1.0810810810810811), (longest, 1.0), 
(Poor, 0.9090909090909092), (forced, 0.8999999999999999), (repellent, 0.8275862068965517),  

(Zero, 0.7777777777777777) 

3 (Beautiful, 14.486486486486488), (cute, 7.459459459459459), (lovely, 7.125), (blessed, 5.0), 
(Lucky, 4.666666666666666), (gorgeous, 4.375), (fabulous, 4.0), (healthy, 3.3333333333333335), 

(Perfect, 3.142857142857143), (disgusted, 3.0) 

4 (Main, 6.0), (innocent, 5.625), (mere, 5.0), (free, 4.551724137931035), (near, 3.230769230769231), (grand, 3.0),  
(tight, 2.4000000000000004), (calm, 2.25), (existing, 2.0), (mass, 1.9090909090909092) 

5 (Small, 10.461538461538462), (fair, 10.4), (sure, 10.12820512820513), (open, 9.117647058823529), (virtual, 8.0),  

(latest, 7.0), (nice, 6.782608695652174), (social, 6.107142857142857), (honest, 6.0), (future, 5.862068965517242) 
6 (Needy, 3.0), (original, 2.7777777777777777), (cursed, 2.0), (wild, 1.7999999999999998), 

(Democratic, 1.3333333333333333), (implicit, 1.25), (pacific, 1.0), (closer, 0.8333333333333334), (extended, 0.8), 

(Electric, 0.75) 
7 (Happy, 8.901098901098901), (understanding, 5.0), (thankful, 4.8), (amazing, 4.240963855421686), 

(Excited, 4.186046511627907), (dramatic, 4.0), (fucking, 3.6458333333333335), (proud, 3.0357142857142856),  

(rough, 2.5), (truly, 2.333333333333333) 
8 (Global, 25.0), (dangerous, 6.461538461538462), (high, 5.296296296296296), (correct, 4.19047619047619), 

(Rank, 3.0), (immediately, 2.0), (heavy, 1.5), ('firm', 1.3333333333333333), ('difficult', 1.090909090909091), 

(Involved, 1.0769230769230769) 
9 (Wan, 27.0), (damn, 15.279069767441861), (tired, 5.037037037037036), (fine, 4.324324324324324), 

(Proud, 3.0357142857142856), (handsome, 3.0), (fucking, 2.9702970297029703), (gone, 2.9189189189189193), 

(Quick, 2.6666666666666665), (alright, 2.571428571428571) 
10 (Daily, 6.125), (everyday, 4.90909090909091), (dry, 2.0), (halal, 1.0), (alone, 0.9473684210526315), 

(Forced, 0.8999999999999999), (finished, 0.875), (expensive, 0.7), (alright, 0.6666666666666666), (nasty, 0.625) 
11 (Exactly, 22.8), (crying, 8.666666666666666), (actually, 8.316831683168317), (cut, 8.285714285714285), 

(Used, 7.791666666666667), (yet 7.479999999999999), (upset, 7.0), (always, 6.905027932960894), 

(Even, 6.477777777777778), (poor, 6.363636363636363) 

12 (Game, 19.333333333333332), (full, 5.348837209302325), (round, 3.4285714285714284), (pat, 3.0), 

(Better, 2.9747899159663866), (annoying, 2.769230769230769), (wild, 2.739130434782609), 

(Best, 2.5044642857142856), (fast, 2.4705882352941178), (fake, 2.4347826086956523) 
13 (Black, 12.222222222222221), (white, 5.0285714285714285), (supreme, 5.0), (variant, 4.0), 

(Corrupt, 3.333333333333333), (spiritual, 3.0), (pandemic, 2.8421052631578947), (fresh, 2.6666666666666665), 

(narrative, 2.4000000000000004), (new, 2.31404958677686) 

 

 

4. CONCLUSION 

In this work, the users of Twitter are categorized according to the contents of their tweets. Here a 

technique is proposed to represent the users using the SentiWords i.e., sentiment related words that are used 

by them in their tweets. Then the users are grouped by applying clustering technique using the K-means 

algorithm. Again, a characterization technique is proposed to characterize the clusters formed. With the 

characterization technique, the representative words are extracted from the words that are used by the users in 

the cluster. From the study done here, it is seen that these words give an indication on the inherent 

characteristics of the users and their views on different topics. As the future work, an experiment also could be 
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done to see the effect of the clustering result with other words also along with sentiment related word. Again, 

the experiment could also be done on users from other platforms such as Facebook and WhatsApp. Emotion 

mining could also be done on the Twitter users. 
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