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 A raga is a unique set of notes with certain rules that carefully followed, retain 

and protect its purity and produce amazing musical effects. An automated raga 

transcription and identification is important for computational musicology, 

which is an important step for musicology for indexing, classifying, and 

recommending tunes. In the present research, the audio features such as mel 

frequency cepstrum coefficients (MFCCs), spectral flux, short time energy, 

audio feature extractor, and spectral centroid features are used for the 

prediction of a raga. The model showed more complexity which means it 

required lots of training data. The proposed enhanced spatial bound whale 

optimization algorithm (ESBWOA) is used that overcome the feature 

selection problem of high dimensional features. In addition to this, a weighted 

salp swarm algorithm (SSA) is used for selecting the tone-based features from 

the ragas based on amplitude or each raga sample. The features were fed for 

bidirectional long short-term memory (Bi-LSTM) network, which enhanced 

the success rate for raga identification and classification. The present research 

uses CompMusic dataset in the research work where 9 classes for Carnatic 

music and 7 classes in Hindustani music are considered for the classification 

of ragas. 
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1. INTRODUCTION  

Indian classical music (ICM) based raga classification is important for music information retrieval. 

Various existing studies have shown that machine learning techniques are conceivable because it has been 

considered a lot of musical data to process through the internet [1], [2]. Significant work has been performed 

on the multimedia sources like text or video also audio processing in the developing phase. The ICM is 

categorized broadly into Hindustani and Carnatic music [3], [4]. It is having a wide range of following in the 

way Carnatic music has higher complexity which means the notes were arranged and rendered. ICM is based 

on the Talam and Raga which are considered to be equivalent for melody in music [5]. Thus, an automated 

music transcription is performed for the Carnatic music which would be challenging due to the variations 

happening in the swara note frequencies. Thus, the variations help to detect raga and transcription of music is 

difficult [6].  

The deep learning model like LSTM based model was used for performing automated transcription 

for the Carnatic music. The detection of the note is solved with the problem of image classification [7], [8]. 

The ragas classification showed complexity that is more compared with western music in the context of scale 

and melody. The ragas notes are arranged sequentially which invokes the emotion of a song [9]. Thus, each 

https://creativecommons.org/licenses/by-sa/4.0/
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note is set with the frequency that is associated with them. Carnatic music is associated with the Talam and it 

is a beat belonging to Western music [10]. The placement of the syllables and the music temp are signified by 

the composition of the music. Due to the complexity of a note, the existing LSTMs were sensitive to different 

random weight initializations that showed the problem of overfitting [11], [12]. Therefore, hyper parameter 

optimization and the problem of tuning are performed by setting the optimal hyper parameters during the 

learning of an algorithm. The hyper parameter is having values that are controlled by the process of learning 

[13]. By contrast, the values of other parameters' typical node weights are learned [14]. The proposed technique 

has built a model that has a possible combination with overall hyper parameters that are provided also the 

model evaluated and selected the architecture for producing better results [15]. Kaur and Kumar [16] developed 

a fuzzy-based hierarchy-based pattern matching model for classification based on melody. The improved 

pattern matching technique was used for the classification by using fuzzy analytical hierarchy process. The 

developed model conducted results on the datasets that were having a wide range of melodies belonging to a 

classical background which showed an improvement in classification rate.  

The developed model needed to discover the pattern further which was integrated with fuzzy 

probabilistic models. Kiran [17] developed Dragonfly algorithm applied to the neural network for performing 

the ICM classification. The developed model utilized an effective raga recognition model in Carnatic music 

genre for classification that identified the model effectively. The neural network was used as an adaptive 

classifier that exploited the learning feature set that was used for classification. The results obtained by the 

developed model analyzed the results precisely which needed superiority for raga identification. Sharma et al. [18] 

developed a deep learning model to perform the ICM based classification based on the time series matching. 

Various deep learning algorithms were implemented such as recurrent neural network (RNN)-LSTM, support 

vcetor machine (SVM), deep neural network (DNN) classifiers were implemented. The features such as 

scalogram, spectrogram, mel frequency cepstrum coefficient (MFCC), were fed for the visual geometry group 

(VGG)-16, convolutional neural network (CNN) (1st layer, 2nd layer, 3rd layer), ResNet-50 layers. The layered 

RNN-LSTM and CNN obtained the best values compared to other approaches. The model needed to be 

required to focus on tempo and melody range shape to cover the wide range of Indian concerts. John et al. [19] 

developed an automated raga classification to process the audio signals and the recognition of the raga is 

automatically performed by using a deep learning model. The music signals were synthesized which managed 

the audio dataset for music therapy. The developed model has used the pitch contour to select the raga from 

the Carnatic music as it extracted the key features that are applied on CNN. The developed model showed a 

challenge in pattern recognition as the CNN failed to understand the sequences using Parsel-mouth library.  

Sarkar et al. [20] utilized Hindustani and Carnatic classical music for raga identification from the 

audio signals for identifying the properties. The existing models performed an automated raga recognition that 

consumed time and overcame the problem. The co-occurrence matrix was used for overcoming the problem 

and the audio clip features extracted identified the properties of raga features. The features that were obtained 

were fed for the support vector machine the type of raga to which it belonged. However, the error that occurred 

in the classification required manual identification. Shah et al. [21] developed the raga deep learning model for 

recognition in ICM. The developed deep learning and signal processing based approach was presented in the 

research work that recognized the raga based on the audio spectrograms. The developed model decreased the 

performance when faster temp parts were used. The separation of sounds affected the model accuracy. The 

source was separated from the audio which showed better results for the original audio signals. The 

spectrograms worked well in predicting the ragas with the preprocessing steps and entirely were not correct at 

the point. The developed model required more investigation because deep learning models were just at one 

end. However, the separation of the unit was not developed for ICM instruments in that particular area. 

Krishnaiah and Divakarachari [22] developed hybrid spectral features for the automated classification of mood 

using Multi-SVM (MSVM). The identification and extraction of features were required to be considered which 

was a major issue in the existing models.  

Thus, the problem was overcome by using the hybrid spectral feature extraction model that includes 

the combination of spectral features from audio including spread, skewness, centroid, MFCCs, and linear 

prediction coefficients (LPCs). These features were required to reduce the complexity that enhanced the 

success rate of MSVM for performing the classification of moods. The distinct types of moods were required 

to be used for the classification. Therefore, in the present research work, the audio features such as MFCCs, 

spectral flux, short time energy, audio feature extractor, and spectral centroid features are used that accurately 

predict the raga but also make the complex model. The proposed enhanced spatial bound whale optimization 

algorithm (ESBWOA) is used to overcome the problem of high dimensional features as the feature selection 

algorithm selects and computes the features space without losing the feature properties. The bidirectional long 

short-term memory (Bi-LSTM) classifier for classification enhanced the success rate that classifying the model 

into 9 classes for Carnatic music and 7 classes in Hindustani music. Where Carnatic music includes bagesri, 

bhairavi, nata, kalyani, madhyamvati, sindhubhairavi, yamankalyani, purvikalyani. Whereas, Hindustani music 
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includes bagesri, bhairavi, hamsadhvani, madhyamavati, mulkauns, todi, and yamankalyani. The contributions 

of the proposed research work are: (i) Developed an ESBWOA for overcoming the problem of feature 

dimensions and (ii) proposed a weighted salp swarm algorithm (SSA) for the selection of features that are fed 

for the Bi-LSTM classifier to perform the classification of Carnatic and Hindustani music. The research paper 

is organized as follows: section 2 discusses the enhanced feature selection algorithm and section 3 describes 

the results and discussion of the proposed research evaluated qualitatively and quantitatively. The conclusion 

and future work for the proposed research work is given in section 4. 

 

 

2. MATERIAL AND METHOD 

The block diagram of the research work is shown in Figure 1 which consists of compmusic dataset, 

feature extraction process that includes MFCC, spectral flux spectral centroid, short-time energy, audio feature 

extractor. The process of feature selection is performed by using ESBWOA and hyper parameter optimization 

uses weighted SSA. The features that were obtained were undergone for the process of classification using Bi-

LSTM. 

 

 

 
 

Figure 1. Block diagram of the proposed research 

 

 

2.1.  Dataset 

The Comp music dataset has both Carnatic and Hindustani music datasets that include 124 hours 

which are 480 recordings present in the mp3 format. Each raga recording is having a full length that is present 

with the dataset consisting of 40 distinct ragas. The diverse ragas are distinct and their presence constitutes 

numerous compositions. The Hindustani music consists of a total of 116 hours of audio recordings and among 

those 300 recordings are consisting of 30 types of ragas that has 10 distinct record types for the single raga. 

The diversity refers to the attributes of melody and thus training evaluation for the model is performed using 

the dataset showed better results [23]. The data obtained undergoes audio transcription, which performed 

feature extraction using techniques such as spectral flux, spectral centroid, MFCCs, short-time energy, and 

audio feature extractor features are extracted.  

 

2.2.  Feature extraction 

2.2.1. Spectral flux and spectral centroid 

Spectral flux (SF) is a measure of the variability of the spectrum over time. SF measures the power 

spectrum that calculates the signal for charging and comparing with one of the frames that are against the 

previous frame of the power spectrum. SF is expressed as shown in (1). Spectral centroid refers to the center 

of gravity that rates for frequently occurring parameters and determines the timber parameters. The spectral 

centroid is defined in each range of frequency energy belonging to the spectrum. The spectral centroid is 

ranging with the frequency energy components as they are dependent on each other. The spectral centroid is 

expressed as shown in (2). 
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𝑆𝐹 =
1

𝐾𝐹
∑ ∑ (𝜀𝑖,𝑗 − 𝜀𝑖−1,𝑗 )

2𝐹
𝑗=1

𝐾
𝑖=2   (1) 

 

𝑓𝑐 =
∑ 𝑆(𝑘)𝑓(𝑘)𝑘

∑ 𝑆(𝑘))𝑘
 (2) 

 

From the (1), 𝜀𝑖,𝑗  is known as the spectral energy at the sub window 𝑖 to 𝐾 and the channel frequency is 𝑗 to 

𝐹. Where, 𝑓𝑐 refers to the Centre Frequency , 𝑆(𝑘) refers to the weighted mean having the bin ′𝑘′, and 𝑓(𝑘) is 

known as the weighted frequency which are consisting of bin ‘𝑘’. In (2), shows the centroid function which are 

belonging to the highest function. The normalized values are having the center which reduces the impact of the 

gamma in toning the audio features. The feature extracted indicates the loudness of the audio sample that has 

resulted in the spectral center having gravity. The centroid calculation is evaluated for normalizing and 

balancing the signal throughout to equalize throughout. Thus, the feature is used for balancing the high spectral 

and low spectral centroid.  

 

2.2.2. Mel frequency cepstrum coefficients and short time energy  

MFCC is called the perceived components as the pitch consists of frequency components that calculate 

the rate of frequency. The changes in the lower level of ragas showed small changes when the audio features 

are insensitive to the ears. In MFCCs, the Mel Scale can understand the frequency or pitch for detecting the 

pure tone which can measure the actual frequency of the components. The small changes in the pitches are 

important for considering in the present research. The MFCC is used for processing speech and music as it is 

having the ability for modelling the subjective frequency that has also audio signal contents. The expression 

for an approximate Mel is expressed as shown in (3). The audio signal is time varying in nature and the energy 

is associated with it. Automatic processing of audio is the interest for automatic processing which gets to know 

the varied energy with respect to time and specific energy associated. The present energy components are 

voiced with the region that has shown a larger region when compared to the unvoiced region. The model has 

the silence region showed the least negligible energy. The total energy for the short time energy (SE) is 

expressed as shown in (4). In (4), 𝑆 is known as the frame’s length of audio. The short-term energy computation 

is considered for the vocal in terms of 60 sec. 

 

𝑓𝑚𝑒𝑙 = 2595 𝑙𝑜𝑔10(1 +
𝑓

700
) (3) 

 

𝑆𝐸 = ∑ 𝑥𝑖
2𝑆

𝑖=1  (4) 

 

2.2.3. Audio feature extraction, sample rate, and hamming window 

The audio feature extraction is important for audio signal processing as it is a subfield in signal 

processing. The manipulation of audio signals is processed as it processes the signals. The unwanted noises are 

removed as they can balance the range of time-frequency to convert the digital signals into analog signals. The 

number of audio samples presents consisted of acoustic wave values with respect to the time specified. The 

audio sample is numbered which represented the acoustic wave having a specific point as a value. The sample 

rate is defined as shown in (5). The hamming window can form a taper by using a raised cosine having non-

zero endpoints that are optimized for minimizing the nearest side lobe. The hamming window is represented 

using (6). 

 

𝑓𝑠 =
1

𝑇
 (5) 

 

𝑤(𝑛) = 0.54 − 0.46𝑐𝑜𝑠
2𝜋𝑛

𝑁−1
 (6) 

 

Where, 𝑓𝑠 is known as the samples obtained, 
1

𝑇
 is known as the sample per time, 0 ≤  𝑛 ≤ 𝑀 − 1, 𝑀 =

𝑁

2
 for 

𝑁 even and 
𝑁+1

2
 for 𝑁 odd. 

 

2.2.4. Overlap length, spectral flatness, and spectral kurtosis 

The overlap length is performed among the hop length and the window length which evaluates the 

difference. The overlap length is represented as shown in (7). The spectral flatness is measured typically in 

terms of dB which provide a way to quantify the sound resemblance for a pure tone that is opposed to noise-

like features. The spectral flatness is expressed using the following (8). Spectral kurtosis (SK) is a tool that 
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indicates the presence of transient series and their location with respect to the frequency domain. The classical 

power spectral density completely removes the non-stationary information. SK is expressed using the following 

(9). In the (9), 𝑓𝑘 is known as the frequency in Hz that is corresponded to bin 𝑘, 𝑏1 and 𝑏2 are the band edges, 

in bins that are calculating the spectral skewness, 𝜇1 is the spectral centroid and 𝜇2 is the spectral spread. 

 

𝑂𝑣𝑒𝑟𝑙𝑎𝑝 𝑙𝑒𝑛𝑔𝑡ℎ = 𝑊𝑖𝑛𝑑𝑜𝑤 𝑙𝑒𝑛𝑔𝑡ℎ − 𝐻𝑜𝑝 𝑙𝑒𝑛𝑔𝑡ℎ (7) 

 

𝑆𝑝𝑒𝑐𝑡𝑟𝑎𝑙 𝑓𝑙𝑎𝑡𝑛𝑒𝑠𝑠 = (∏ 𝑍[𝑖]𝑁
𝑖=1 )

1

𝑁(∑ 𝑍[𝑖]𝑁
𝑖=1 )−1 (8) 

 

𝑆𝐾 =
∑ (𝑓𝑘−𝜇1)4𝑠𝑘

𝑏2
𝑘=𝑏1

(𝜇2)4 ∑ 𝑠𝑘
𝑏2
𝑘=𝑏1

 (9) 

 

2.3.  Feature selection using enhanced spatial bound whale optimization 

The WOA is used for tackling the global optimization problem and the WOA is having the ability for 

tackling optimization problems. The WOA has advantages of premature convergence and local optima 

avoidance for overcoming the problem and it is important to update the whales. The update in the positions is 

performed based on the current whale location as best. The degradation of WOA improves the performance as 

it can employ the problem of high dimensional feature selection problem as it is a combined optimization 

approach [24], [25]. The complex combinatorial problems consist of an extensive number of optimums that 

can increase the rate of whales trapped based on the local solutions. The local optima avoidance is weak and 

the premature convergence provided is the main factor that caused degradation in the WOA performance. Thus, 

distinct strategies were included in the WOA for improving high-dimensional performances. The ESBWOA is 

used for improving the efficiency of the conventional WOA to overcome the Feature Selection problem of high 

dimensional features. The present research work uses a spatial bound mechanism for regulating the dimensions 

for each solution in a population. The Chaos map is used firstly to initialize the population. The initial 

population is significantly improved as it is having diversity in the algorithm that solves the optimization 

problems through WOA. The cubic mapping is used in the research because the values generated by cubic 

mapping are uniform. The cubic mapping is better and the cubic mapping expression is given by using (10). 

 

𝑐𝑢𝑏𝑖𝑐 𝑚𝑎𝑝𝑝𝑖𝑛𝑔 =  {
𝑦(𝑛 + 1) = 4 ∗ 𝑦(𝑛)3 ∗ 𝑦(𝑛)

−1 ≤ 𝑦(𝑛) ≤ 1, 𝑛 = 0,1,2, . .
 (10) 

 

Where 𝑦(𝑛) in the sequence generated by the cube map is between −1 and 1, 𝑖 is the initial iteration value of 

the cube starting with 0. The iteration value is initialized with a cube which is not getting the value as zero that 

would have shown Chaos as an occurrence. There is 𝑁 number of particles that are in 𝐷-dimensional space 

which is generating the vectors randomly with the first particle. Each of the values of the components are 

ranging from (-1 to 1). Therefore, each dimension vector is replaced with the expression present in (11) working 

with 𝑁 − 1 number of iterations that resulted in 𝑁 − 1 number of particles. Yet, the value of 𝑦(𝑛) in the 

sequence is generated with a cube map between -1 and 1. Thus, it is mapped to search for the particles present 

in the interval. The rules for the mapping are shown in (11). 

 

𝑥𝑖𝑑 = 𝑚𝑖𝑛𝑑 + (1 + 𝑦𝑖𝑑)
(𝑚𝑎𝑥𝑑−𝑚𝑖𝑛𝑑)

2
  (11) 

Where 𝑖 =  1, 2, … , 𝑁;  𝑑 =  1, 2, … , 𝐷.  

 

where 𝑚𝑎𝑥𝑑 and 𝑚𝑖𝑛𝑑 is representing the upper and the lower limits with 𝑑𝑡ℎ dimensions in the search space. 

𝑦𝑖𝑑 is known as the coordinate of the 𝑖𝑡ℎ a particle which is generated using (11) and the 𝑖𝑡ℎ particle is 

coordinating with the 𝑑𝑡ℎ dimension in the search space. Once after the initialization of the population, the 

global search and the local exploitation showed non-linear convergence factors to be used. The process of 

optimization used for the WOA is known as the updated and complicated strategy to get the convergence factor 

if it was not reflecting the actual situation. Thus, the model has introduced the non-linear convergence factor 

where the formula has been expressed as shown in the following (12). 

 

𝑎𝑡 = 2 − (𝑎𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − 𝑎𝑒𝑛𝑑) ∗ [
(𝑒

𝑡
𝑀𝑎𝑥𝑖𝑡𝑒𝑟

−1
)

𝑒−1
]

𝑈

 (12) 
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where 𝑡 is known as the current number of iterations, 𝑀𝑎𝑥𝑖𝑡𝑒𝑟  represents the maximum number of iterations, 

𝑎𝑖𝑛𝑖𝑡𝑖𝑎𝑙  and 𝑎𝑒𝑛𝑑  is known as the termination and initial values of 𝑎 control parameters, 𝑢 is known as the non-

linear adjustment coefficient. 𝑦 which enhances the capability of algorithm exploitation with accuracy and 

convergence speed. The feature numbers are selected randomly for obtaining a solution of two parameters such 

as maximum dimension rate and minimum dimension rate (𝑑𝑚𝑖𝑛 , 𝑑𝑚𝑎𝑥). The selection of the number of 

features is larger or fewer than the minimum or maximum dimension. The minimum dimension is equalized to 

the value of 2 and thus additional features are chosen randomly from the feature vector that obtains the solution. 

The additional features are removed randomly to obtain the solution as the maximum dimension is determined 

at 4. A spatial pool is used for creating and storing the 𝑑𝑚𝑖𝑛and 𝑑𝑚𝑎𝑥  value. The spatial pool is created for 

storing the 𝑑𝑚𝑖𝑛and 𝑑𝑚𝑎𝑥  values. Thus, distinct numbers such as and experience would be challenging for 

identifying the possible initial population dimension. Therefore, 𝑑𝑚𝑎𝑥  and 𝑑𝑚𝑖𝑛  numbers are expressed and 

stored with the spatial pool. The equation for the 𝑑𝑚𝑖𝑛  is defined as shown in (13). 

 

𝑑 𝑚𝑖𝑛
𝑗

=
𝑑𝑚𝑎𝑥𝑗

2
 (13) 

 

Where 𝑗 = 1,2, … , 𝑁𝑝, where 𝑁𝑝 is the total number of 𝑑𝑚𝑎𝑥 in pool. The (13) is applied for the spatial pool as 

constructed. 

 

2.3.1. Spatial value, spatial bounding process and spatial update  

The spatial value has assigned initially at each set that are consisting of distinct rates of dimension. 

The generated spatial values are measured potentially and the set of the quality. The proposed scheme has 

shown a lower spatial value which also has the quality that should be set as high. The set with the lowest 

dimension rate has 0 as the spatial value and the largest spatial value as 1 for the highest dimension rates. The 

spatial pool consists of dimension rates of many sets and each of them provides the spatial value for selection. 

Each solution is provided to set the dimension rates for selecting based on the tournament. The set of dimension 

rates is chosen as it comes with a spatial bounding process. The solution is obtained as each whale that shows 

the maximum and minimum dimensions which are calculated as shown in (14) and (15). 

 

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 = 𝑓𝑖𝑥 (𝑑𝑚𝑎𝑥 ∙ 𝐷) (14) 

 

𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 = 𝑐𝑒𝑖𝑙(𝑑𝑚𝑖𝑛 ∙ 𝐷) (15) 

 

From the (14) and (15) 𝐷 are known as the total number of features, and (∙ ) is the dot product of 

maximum dimensions and minimum dimensions. Maximum and minimum dimension rates are represented as 

𝑑𝑚𝑎𝑥  and 𝑑𝑚𝑖𝑛  that have corresponded with a solution provided through the tournament selection. The ceil and 

fix are the two sorts of operators to round the operations. At each iteration, the spatial values are updated as 

they are important to run the main procedure when they are spatially updated. The spatial value has been 

updated with the mean spatial value which obtains the fitness function. The spatial value was updated by the 

mean value and its previous fitness function with the spatial values as a solution. If the best fitness value is 

selected, the updated spatial value has generated with the smaller values that are corresponded to the set. 

Therefore, the higher chances of selecting them are important for the next generation. The classification of 

error rate (CEE) is referred to as the objective or fitness function that evaluates the performances to select the 

features and provides solutions. The fitness function is evaluated using (16). From each of the datasets, the 

instances of the dataset are spitted into training and testing of 70% and 30% samples. The training samples for 

feature selection and testing samples are undergone for the testing session.  

 

𝐹𝑖𝑡 = 𝐶𝐸𝐸 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑟𝑜𝑛𝑔𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
 (16) 

 

2.3.2. Hyper parameter optimization using weighted salp swarm optimization algorithm 

The weighted SSA algorithm showed the modification with the SSA algorithm. The SSA has been 

fascinated with the Salp Swarming of the Seas. The population in the Salp Swarm has been classified as 

followers and leaders [26], [27]. The first Salp is known as the leader and the rest are called the followers. The 

positions of the Salp are defined with the variables and the optimization problem is overcome. The double-

dimensional matrix is named 𝑋 that is expressed as shown in (17). 

 

𝑋 = [𝑥𝑖1, 𝑥𝑖2, 𝑥𝑖3, … , . . 𝑥𝑖𝑗 , . . , 𝑥𝑠𝑣] (17) 
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From the (17), 𝑖 ∈ [1,2,3, . . 𝑉], 𝑆 is called the population size, 𝑉 is known as the number of variables. 

The Salp positions are initially referred to as 𝑥𝑖𝑗  in a matrix that is having a size of 𝑆, 𝑉 is determined using 

the (18): 

 

𝑥𝑖𝑗 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 
= 𝑙𝑏𝑗 + 𝑟𝑎𝑛𝑑 × (𝑢𝑏𝑗 − 𝑙𝑏𝑗) (18) 

 

where 𝑙𝑏𝑗 and 𝑢𝑏𝑗 are called as the upper and the lower bound belonging to the 𝑗𝑡ℎ variable. The random 

number 𝑟𝑎𝑛𝑑 is generated with an interval of [0,1]. The positions of the Salp in each population are considered 

to be determined by the value of the objective function. If the problem has occurred, then the parameters which 

are considered are required for optimization. The parameters are optimized for obtaining the best solutions. 

The optimized parameters are set as the best population among the Salp Position matrix. The values are 

determined by reducing and the OF values are maximized. The best parameters are determined which are called 

the positions of the food source. The leader is updating their position based on (19). 

 

𝑥1𝑗 = {
𝑓𝑗 + 𝑎1 × (𝑙𝑏𝑗 + 𝑎2 × (𝑢𝑏𝑗 − 𝑙𝑏𝑗)) , 𝑎3 ≥ 0.5

𝑓𝑗 − 𝑎1 × (𝑙𝑏𝑗 + 𝑎2 × (𝑢𝑏𝑗 − 𝑙𝑏𝑗)) , 𝑎3 < 0.5
 (19) 

 

From the (19), the terms 𝑓𝑗 is known as the food source position having 𝑗𝑡ℎ variable. 𝑎1 = 2𝑒 (
4𝑡

𝑇
). 

𝑡 is known as the current iteration having total iterations as 𝑇. 𝑎2, 𝑎3 are known as the random numbers which 

are present in the interval [0, 1]. Also, the followers are updated with their positions using the (20). 

 

𝑥𝑖𝑗 =
1

2
× (𝑥𝑖𝑗 + 𝑥𝑖−1𝑗) (20) 

 

The SSA controls the search capability among the global and local search in the population. The 

controlling parameters improve the performances of the algorithms thus weighted SSA. The weighted SSA 

generates the dynamic weight element 𝑤 that incorporated the followers' positions which are updated by using 

(21) and (22). 

 

𝑥𝑖𝑗 =
1

2
× 𝑤𝑡 × (𝑥𝑖𝑗 + 𝑥(𝑖−1)𝑗) (21) 

 

𝑤𝑡 = 𝑤𝑚𝑎𝑥 × 𝑎4 − (
𝑡

𝑇
) × (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛) (22) 

 

where 𝑤𝑡  is the 𝑡𝑡ℎ iteration weight element. 𝑤𝑚𝑖𝑛 and 𝑤𝑚𝑎𝑥  are at the lower and upper limit which consisted 

of weight elements as 𝑤 that are present between the interval of [0,1]. The proposed weighted SSA has 

validated the performances by implementing certain benchmark functions. Thus, the portion is included as per 

that and it is found that the literature has generated the value of 𝑤𝑚𝑖𝑛  = 0.4 and 𝑤𝑚𝑎𝑥= 0.9. The results obtained 

by the algorithm showed better accuracy. The random number 𝑎4 is generated in the interval as [0,1]. 

The process of optimization is involving the following steps that follow: 

Step 1: The size of the population is represented as 𝑆 that are having 𝑇 are 𝑋 initialized. 

Step 2: The population fitness is used in (16) and the positions are retained with the fittest population having 

the source position 𝑓𝑗 which are known as the global initial population.  

Step 3: The populations' positions are updated. The position of the leader is updated according to (19) and the 

followers using (21).  

Step 4: The populations' fitness is evaluated and showed better than that of the position of the food source is 

replaced with new positions.  

Step 5: Steps 3 and 4 are repeated until the last iteration and the optimization algorithm performs the 

exploitation and exploitation phase. Here, the significant properties are higher in the searching process.  

In weighted SSA selects 38 features are selected among the 45 features that were extracted. An 

adaptive weight component are incorporated with the weight parameters which are adjusted dynamically based 

on the iteration numbers for adopting the new search environment. The balanced exploitation and exploration 

have resulted in higher global search capability. Thus, the next chance of getting accurate result is important. 

Thus, an effective enhanced optimization technique is performed. The weighted SSA is improving its 

performance by including the dynamic weight factor for updating the position in step 3. Once the weight factor 

is included, the position is updated by searching strategy made the weighted SSA which is promising as an 

optimization algorithm.  



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 30, No. 2, May 2023: 825-837 

832 

2.4.  Classification using Bi-directional long short-term memory  

The LSTM model has the capacity for retaining important information in long term based on cell and the 

forget gate. The arrhythmia signal required data from the previous steps too and the LSTM model showed an 

advantage in handling long-term dependence problems in the hidden layer using the self-feedback method. The 

memory cell has three gates as forget gate, input gate, and output gate for storing the information in the LSTM model 

helped for handling long-term features problem [28]-[30]. Figure 2 shows the architecture of Bi-LSTM model.  
 

 

 
 

Figure 1. Architecture of Bi-LSTM network 
 

 

The output from the LSTM cell is obtained which is represented as ℎ𝑡, 𝑐𝑡 represents the memory cell 

value, ℎ𝑡−1 is the output of the LSTM cell. The LSTM unit has processed the following steps which are 

explained in steps:  

A. The memory cell is represented as ct̃ and the bias is represented as bc, the weight matrix is represented as 

Wc which is expressed as shown in the (23). 
 

𝑐�̃� = 𝑡𝑎𝑛ℎ (𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) (23) 
 

B. The input gate is represented as 𝑖𝑡, the current input data update of the memory cell controls the state 

value by the input gate, the 𝑏𝑖 represents the bias, 𝑊𝑖 is denoted as the weight matrix, and the sigmoid 

function is 𝜎. The input gate is represented as shown in (24). 
 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (24) 
 

C. The 𝑓𝑡 represents forget gate value which calculates, the state value of memory based on historical data. 

It is updated by controlling the forget gate, 𝑏𝑓 represents the bias, 𝑊𝑓 is known as the weight matrix. The 

forget gate equation is represented as shown in (25). 
 

𝑓𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (25) 
 

D. The memory cell that is currently represented as 𝑐𝑡 and the unit state value of the LSTM is represented as 

𝑐𝑡−1, which is provided in (26): 
 

𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑡−1 + 𝑖𝑡 ∗ 𝑐�̃� (26) 
 

from the (26), ‘*’ is known as the dot product, 𝑖𝑡 is the input gate of the cell, 𝑓𝑡 is the forget gate of the 

cell.  

E. 𝑜𝑡 is the output gate that is calculated based on the memory cell state which is controlled by the output 

gate. The term 𝑏0 represents the bias and the 𝑊0 is represented as the weight matrix which is represented 

as shown in (27). 
 

𝑜𝑡 = 𝜎(𝑊0. [ℎ𝑡−1, 𝑥𝑡] + 𝑏0) (27) 
 

F. The output ℎ𝑡 obtained from the LSTM is calculated which is given as shown in (28). 
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ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ (𝑐𝑡) (28) 

 

LSTM model update, reset, read and keep long-time information easily based on memory cell and 

control gates. The LSTM model sharing mechanism of internal parameters controls the output dimensions 

based on weight matrix dimensions’ settings. Each token of the sequence is used by two LSTMs in Bi-LSTM 

based on the future and past context of the token [29], [30]. LSTM process the sequence from left to right 

(forward) and another one from right to left (backward). The hidden unit function ℎ⃗  of a hidden forward layer 

at each time step 𝑡 is computed based on the input current step 𝑥𝑡 and previous hidden state ℎ𝑡−1. The hidden 

unit function ℎ⃖⃗ of a hidden backward layer is computed based on input current step 𝑥𝑡 and future hidden state 

ℎ⃖⃗𝑡+1. The backward and forward context representation generated by ℎ⃖⃗𝑡 and ℎ⃗ 𝑡, respectively are concatenated 

into a long vector. The classification of combined outputs of teacher-given target signals. The model classifies 

the model into 9 classes for Carnatic music and 7 classes in Hindustani music. Where Carnatic music includes 

bagesri, bhairavi, nata, kalyani, madhyamvati, sindhubhairavi, yamankalyani, purvikalyani. Whereas, 

Hindustani music includes bagesri, bhairavi, hamsadhvani, madhyamavati, mulkauns, todi, and yamankalyani. 

 

 

3. RESULTS AND DISCUSSION 

The proposed hybrid optimization algorithm is used for the classification of raga based on MATLAB 

2018a which is operating at the i7 core processor. The memory is installed which is having the random access 

memory (RAM) is 16GB operating at a 4.20 GHz system frequency having 64-bit operating system (OS). The 

ragas present are divided with 10 segments to perform experimentation and the cross-validation is operated for 

the samples of the raga. The result section is segregated into quantitative and comparative analyses. The hyper 

parameter settings for the proposed research work are given as shown in Table 1. 

 

 

Table 1. Hyper parameter settings 
Parameters Units 

LearnRateDropFactor 0.1 

InitialLearnRate 0.001 

MaxEpochs 300 

L2Regularization 0.001 

Optimizer Adam 
Minibatch size 27 

Hidden layer 100 units 

Gradient threshold 1 
Executive environment Graphics Processing Unit (GPU) 

LearnRateDropFactor 0.1 
InitialLearnRate 0.001 

MaxEpochs 300 

L2Regularization 0.001 

 

 

3.1.  Performance metrics 

The performance measures are utilized for evaluating the results for classification which are as 

follows: Accuracy is the ratio of totally predicted observations to the total observations (29) represents the 

accuracy terms. Specificity is defined as the ratio of negatives that are correctly identified which is expressed 

as shown in (30). Specificity is defined as the ratio of positives to that of the correctly identified is expressed 

as shown in the following (31). PPV is called the positive terminal to the sum of true postive (TP) and flase 

positve (FP) values which are expressed in (32). MCC is a correlation coefficient between the predicted values 

and the true values. The MCC equation is represented in (33). F1 score is the harmonic mean of precision and 

recall which is evaluated using (34). Where, TP is true positive, FP is false positive, TN is true negative and 

FN is false negative values.  
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(%) =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
× 100 (29) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦(%) =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100 (30) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦(%) =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100 (31) 

 

𝑃𝑃𝑉(%) =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100 (32) 
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𝑀𝐶𝐶 =
𝑇𝑃×𝑇𝑁−𝐹𝑃×𝐹𝑁

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁)
 (33) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (34) 

 

3.2.  Quantitative analysis 

The hybrid spectral feature extraction technique has extracted the spectral features that were fed for 

the Bi-LSTM classifier to classify the raga. 5 spectral features were considered for evaluation and the results 

are tabulated as shown in Tables 2-7. Features named as: Spectral Centroid, Spread, Skewness, MFCC and 

LPC were extracted and fed for the classifiers. The obtained spectral features were combined into hybrid 

spectral features gave better results compared to each of the spectral features. The existing methods failed for 

considering the feature numbers for performing mood classification. The results obtained from the classifiers 

are given in Table 2, for without hyper parameter tuning and without weighted SSA feature selection. Table 3 

shows results of the classifiers, with hyper parameter tuning and with weighted SSA feature selection. Table 4 

shows the results obtained in terms of the performance metrics, by the proposed weighted SSA and various 

optimizers, by evaluating on Carnatic music. Table 5 shows the results obtained without hyperparameter tuning 

and without feature selection. Table 6 is the results obtained with hyper parameter tuning and with weighted 

feature selection. Table 7 is the results obtained by the proposed weighted SSA and various optimizers, by 

means of the performance metrics and the evaluation dataset used was Hindustani music. The Figure 3 shows 

the sample signals of Carnatic music and Figure 4 shows the sample raga signals from Hindustani music. 

 

 

Table 2. Without hyper parameter tuning and without weighted SSA feature selection 
Carnatic music dataset 

Classifier Accuracy (%) Sensitivity (%) Specificity (%) MCC (%) F1-score(%) 

KNN 74.00 75.08 73.57 74.21 74.64 

RF 87.75 85.78 87.48 86.42 87.08 

DNN 63.40 63.60 61.25 62.09 62.84 
DE 85.26 87.14 83.26 82.37 85.75 

Bi-LSTM 91.39 93.33 93.28 94.26 93.79 

 
 

Table 3. With hyper parameter tuning and with weighted SSA feature selection 
Classifier Accuracy (%) Sensitivity (%) Specificity (%) MCC (%) F1-score (%) 

KNN 76.34 75.81 76.72 74.24 74.64 

RF 88.39 85.29 88.44 88.43 87.06 
DNN 66.53 63.83 61.25 64.07 63.83 

DE 87.95 87.45 89.21 88.37 87.73 

Bi-LSTM 96.63 96.96 95.8 97.96 96.68 

 
 

Table 4. Results obtained for the proposed weighted SSA with various performance metrics 
Optimization Algorithm Accuracy (%) Sensitivity (%) Specificity (%) MCC (%) F1-score (%) 

PSO 90.76 91.71 92.82 91.44 89.49 
GOA 83.74 84.03 85.69 86.38 84.45 

ABC 85.39 84.28 86.32 88.77 85.65 

Weighted SSA(Proposed) 96.63 96.96 95.80 97.96 96.68 

 

 

Table 5. Results obtained without hyper parameter tuning and without feature selection 
Hindustani music 

Classifier Accuracy (%) Sensitivity (%) Specificity (%) MCC (%) F1-score (%) 

RF 83.68 0.96 0.26 0.55 0.25 
DNN 50.66 0.34 0.51 0.14 0.81 

DE 83.16 0.59 0.70 0.15 0.24 

Bi-LSTM 94.10 93.60 94.89 93.67 93.63 

 

 

Table 6. Results obtained with hyper parameter tuning and with weighted feature selection 
Classifier Accuracy (%) Sensitivity (%) Specificity (%) MCC (%) F1-score (%) 

KNN 67.14 66.76 69.96 63.33 65.00 

RF 88.29 86.98 87.98 88.84 87.90 
DNN 54.29 57.65 55.84 56.86 57.25 

DE 86.57 85.87 87.57 84.43 85.14 

Bi-LSTM 94.91 94.22 95.89 94.26 93.93 
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Table 7. Results obtained for the proposed weighted SSA with various performance metrics 
Optimization Algorithm Accuracy (%) Sensitivity (%) Specificity (%) MCC (%) F1-score (%) 

PSO 89.20 90.83 91.76 88.05 89.57 
GOA 88.25 89.59 90.75 87.53 88.47 

ABC 85.62 84.55 86.38 85.78 85.01 

Weighted SSA (Proposed) 94.91 94.22 95.89 94.26 93.93 

 

 

 
 

Figure 3. Sample Carnatic music 
 

 

 
 

Figure 4. Sample Hindustani music 
 
 

3.3.  Comparative analysis 

In Table 8, the comparative analysis of the proposed and the existing models' results are provided. The 

existing fuzzy analytical hierarchy process-based approach obtained sensitivity or recall of 77% of specificity of 

53.61%, PPV or Precision of 78.12%, F-score of 71.20%. Similarly, the neural network based dragonfly algorithm 

for the Carnatic music dataset obtained 68% of sensitivity, specificity of 72%, and PPV or Precision of 67%. The 

neural network based dragonfly algorithm for the Carnatic music obtained sensitivity of 68%, specificity of 72%, 

precision of 67%. The CNN model obtained 54% of specificity for the Carnatic music and SVM obtained 70.52 

% of specificity. However, the proposed ESBWOA-weighted SSA Hindustani music obtained accuracy of 

94.91%, sensitivity of 94.22%, specificity of 95.89%, and F-score of 93.93%. The accuracy of 96.63%, 96.96% 

of sensitivity, specificity of 95.80%, and F1-score of 96.68% for Carnatic music. 
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Table 8. Comparative analysis 

Authors Methodology Dataset 
Accuracy 

(%) 

Sensitivity or 

recall 
(%) 

Specificity or 

true negative 
rate (%) 

PPV or 

Precision 
(%) 

F1-

score 
(%) 

Kaur and 

Kumar [16] 

Fuzzy analytical 

Hierarchy process-based 
approach 

Hindustani - 77 53.61 78.12 71.20 

Kiran [17] 
Neural network based 

Dragonfly algorithm 
Carnatic 68 72 67 - 30 

Sharma  

et al. [18] 

Time-series matching 

Deep learning approach 

Hindustani 

Carnatic 
78.51 92.77 - 77 84.15 

John et al. 
[19] 

Convolutional neural 
network 

Carnatic 94 - - - - 

Sarkar et al. 

[20] 
Support vector machine Hindustani 70.52 - - - - 

Proposed 

method 
ESBWOA-weighted SSA 

Hindustani 94.91 94.22 95.89 - 93.93 

Carnatic 96.63 96.96 95.80 - 96.68 

 

 

4. CONCLUSION 

The identification of ragas is based on the tone or pitch levels where the emotion type is conveyed 

based on relations. The extraction or identification of music sampled features were needed to enhance the 

success rate to overcome the classification problem. The CompMusic dataset is used in the research for 

extracting the ragas. The white noises are generated by the audio signals as they were corrupted for raga 

classification. The process of normalization is performed for the removal of unwanted noises to process further. 

The proposed hybrid feature extraction technique from the signals are representing the combination of features 

that predict the raga based on the complex model. The proposed ESBWOA is used that overcome the Feature 

Selection problem of high dimensional features which reduces the feature space without losing the feature 

properties and the MSVM classifier for classification enhanced the success rate that classified the model into 

9 classes for Carnatic music and 7 classes in Hindustani music. Where Carnatic music includes bagesri, 

bhairavi, nata, kalyani, madhyamvati, sindhubhairavi, yamankalyani, purvikalyani. The proposed method 

obtained accuracy of 94.09%, Sensitivity of 93.33%, Specificity of 93.28%, Precision of 94.26, and F-score of 

93.79. Also, the results obtained for Carnatic music in terms of accuracy as 94.39%, the sensitivity of 93.6%, 

specificity of 94.89%, Precision of 93.67, and F-score of 93.63%. However, the usage of more number of 

features classifier makes decision-making a tricky process. In future, the complexity problem can be overcome 

by providing an efficient automatic system for raga recognition.  
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